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Abstract. In the theory of abstract interpretation, we introduce the ob-
servational completeness, which extends the common notion of complete-
ness. A domain is complete when abstract computations are as precise
as concrete computations. A domain is observationally complete for an
observable m when abstract computations are as precise as concrete com-
putations, if we only look at properties in . We prove that continuity of
state-transition functions ensures the existence of the least observation-
ally complete domain. When state-transition functions are additive, the
least observationally complete domain boils down to the complete shell.

1 Introduction

Abstract Interpretation. Abstract interpretation [3,4] is a general theory
for approximating the behavior of a discrete dynamic system. The idea is to
replace the formal semantics of a system with an abstract semantics, computed
over a domain of abstract objects. There are many different methods to describe
the semantics of a system. Most of them are based on a partially ordered set
(poset) (C,<¢) of states and a set F' of monotone state-transition functions
f : C — C. The semantics S is defined as the (least) fixpoint of a semantic
function F obtained as a composition of state-transition functions. The poset
(C, <¢) is called concrete domain and S = Up F is called the concrete semantics.
An abstract interpretation is specified by the poset (A, <4) of abstract ob-
jects. The abstract objects describe the properties of the system we are interested
in. The relationship between the concrete and abstract objects is formalized by
a monotone concretization map v : A — C which, given a property a € A,
yields the biggest concrete state ¢ € C' which enjoys the property a. Therefore,
a property a is a correct approximation of a concrete state ¢ when ¢ <¢ v(a).

For instance, consider the concrete do- any
main (Z) with the standard ordering given
by inclusion, and Sign = {empty,pos,neg, / \
zero, any} ordered as depicted on the right. pos ZeTo neg

The intuition is that pos represents the set
of (strictly) positive integers, zero represents \ /
the singleton {0}, while empty represents the

empty
empty set of integers. This may be formalized



by defining v as follows: y(empty) = 0, v(pos) = {n € Z | n > 0}, ~(neg) =
{n €Z|n <0}, y(zero) = {0}, vy(any) = Z.

Often, it is possible to define a monotone abstraction map « : C' — A which
yields the largest properties a enjoyed by a concrete object ¢, such that ¢ <¢
v(a) < «a(c) <4 a.Inthe previous example, the abstraction is given by a(c) =
{a € A|c<¢ ~(a)}. For instance, «({—1, —2}) = neg while a({—1,0}) = any.

An abstract domain is given by the poset A of the abstract objects and the
pair of maps («, ). However, since v is uniquely determined by « and viceversa,
in the following we specify an abstract domain just by giving a.

The goal of any abstract interpretation is to compute «(S), that is to find out
the properties enjoyed by the semantics of the system. Instead of computing S
(which is not computable) and then applying «, the idea is to replace, in the the
definition of F, every state-transition function f with an abstract counterpart
f# : A — A, which must be correct. We say that f# is correct if, whenever a
is a correct approximation of ¢, then f#(a) is a correct approximation of f(c).
This is equivalent to say that any abstract computation f#(a(c)) approximates
the corresponding concrete computation f(c), i.e.:

aof<asaffoa, (1)

where <4_, 4 is the pointwise extension of <4. In particular, there is a best
correct abstraction of f, denoted by f¢, which is f* = «o f o~. If we replace
the state-transition functions in the definition of F with the corresponding best-
correct abstractions, we obtain a new semantic function F# and a new abstract
semantics S# = Ifp F#, and the theory of abstract interpretation ensures that

a(S) <4 87 . (2)

As an example of abstract state-transition function, consider inc : p(Z) —
©(Z) such that inc(X) = {n+1|n € X}. The best correct abstraction of inc is

empty if a = empty,
inc®(a) = < pos if a = zero or a = pos,

any otherwise.

Completeness. Generally speaking, the inequalities (1) and (2) are strict.
This means that computing in the abstract domain is (strictly) less precise
than computing on the concrete one. For instance, a(inc(—1)) = zero but
inc®(a(—1)) = any. When ao f = f* o a we say that the abstract domain
is complete for the function f. Intuitively, when this happens, the best correct
abstraction f¢ perfectly mimics the concrete function f. For example, given
sq(X) = {22 | ¥ € X}, the best correct abstraction is

5q*(a) =

pos if a = pos or a = neg,
a otherwise.



It follows that sq({—1,—2}) = {1,4}, and its abstraction is a(sq({—1,—-2})) =
pos, meaning that the square of any integer in {—1, —2} is positive. The same
result may be obtained by first abstracting {—1, —2} and then computing sq®,
since s¢*(a({—1,—2})) = sq™(neg) = pos. It is easy to show that, for any set
of integers X € p(Z), it holds that sq¢®(a(X)) = a(sq(X)). Thus, the abstract
domain Sign is complete for the function sq.

Completeness enjoys many good properties. If an abstract domain « is com-
plete for f and g, then it holds that:

— « is complete for fog and f*og® = (fog)%
— a(lfp f) = Up(f*).

This implies that (2) is an equality, and therefore one does not lose precision by
computing on the abstract domain.

When an abstract domain « is not as precise as the concrete one, that is,
the abstract semantics S# does not coincide with a(S), then we need to refine
the abstract domain «. This means to replace o by a new domain 3 and S# by
a new abstract semantics S°, such that a(S) may be recovered by S°. Here, S°
is obtained by replacing all the state-transition functions f in F with f#. Con-
ceptually, the domain £ is the computational domain and « is the observational
domain, which contains all the properties we want to observe. The abstract ob-
jects in 8 which do not belong to « are only used to compute intermediate steps
in order not to lose precision. Obviously, we want to keep [ as small as possible.

In the literature of abstract interpretation, the standard way of refining « is
to compute the least complete domain for F' which includes «. This is called the
complete shell of o, and may be constructively computed [8].

The Goal. In this paper, we show that the complete shell may not be the
smallest abstract domain which enables us to recover the property a(S). This is
because we are only interested in properties in «, and not in the new objects in-
troduced by 5. This observation suggests another notion of completeness, which
we call observational completeness. A domain § is observationally complete for
a function f and an observational domain a when every concrete computation
may be approximated in 8 without losing precision on the properties in a. In
order to formalize the observational completeness, we first need to introduce a
new ordering between abstract domains. We say that an abstract domain S is
more precise than an abstract domain 3’ for observing properties in « when-
ever the result of each computation on 5 observed on « is approximated by the
result of the corresponding computation on ', observed on «. We show that,
under suitable conditions, there exists the smallest observationally complete do-
main for a given set F' of functions and an observational domain. We prove that
any complete domain which contains « is also observationally complete for «,
but the converse does not hold. We give the conditions under which the least
observationally complete domain corresponds to the complete shell.



Plan of the Paper. The next section recalls some basic definitions and nota-
tions about abstract interpretation. In Sect. 3 we define the notion of observa-
tional completeness, in Sect. 4 we study the relationships between observational
completeness and standard completeness. In Sect. 5 we briefly compare obser-
vational completeness to other notions of completeness in the literature, such as
forwards completeness and fixpoint completeness.

2 Basic Notions of Abstract Interpretation

In the abstract interpretation theory, abstract domains can be equivalently spec-
ified either by Galois connections or by upper closure operators (ucos) [4]. When
an abstract domain A is specified by a Galois connection, i.e., a pair of abstrac-
tion and concretization maps {(a, ), then v o a € uco(C) is the corresponding
uco on C'. On the contrary, given an uco p, the corresponding Galois connection
is {p, id). In the rest of the paper, we will use ucos, since they are more concise.
Moroever, we assume that the concrete domain C is a complete lattice, which is
a standard hypothesis in the abstract interpretation theory.

An uco p on the concrete domain C' is a monotone, idempotent (i.e., p(p(x)) =
p(x)) and extensive (i.e., p(z) > x) operator on C. Each uco p on C' is uniquely
determined by the set of its fixpoints, which is its image, i.e. p(C) = {z €
C | p(z) =z}, since p = Az. A{y € C | y € p(C), < y}. Moreover, a subset
X C C is the set of fixpoints of an uco on C iff X is meet-closed, i.e. X =
M(X)={AY | Y C X}. For any X C C, M (X) is called the Moore-closure
of X. Often, we will identify closures with their sets of fixpoints. This does not
give rise to ambiguity, since one can distinguish their use as functions or sets
according to the context. It is well known that the set uco(C') of all ucos on C,
endowed with the pointwise ordering O, gives rise to a complete lattice. The top
on uco(C) is {T ¢}, the bottom is C, and the join operation is set intersection
N. The ordering on uco(C) corresponds to the standard order used to compare
abstract domains: A; is more concrete than Ay (or Ag is more abstract than Ay)
iff Ay D Az in uco(C).

An abstract domain p € uco(C) is complete for f iff po f = po f o p holds.
Giacobazzi et al. [8] give a constructive characterization of complete abstract
domains, under the assumption of dealing with continuous concrete functions.
A function f: C' — C'is (Scott) continuous if it preserves least upper bounds of
chains in C, i.e., f(\/ B) =V f(B) for any chain B C C. The idea is to build the
greatest (i.e., most abstract) domain in uco(C') which includes a given domain
p and which is complete for a set F' C C — C of continuous state-transition
functions, i.e., for each function in F. In particular, [8] define a mapping Rp :
uco(C) — uco(C) as follows:

Rr(p) = M (U rerac,max({z € C'| f(x) < a})) :

where max(X) is the set of maximal elements in X. They prove that the most ab-
stract domain which includes p and is complete for F is gfp(An.M (p UREr(n))).
This domain is called the complete shell of p for F.



3 Observational Completeness

In abstract interpretation, it is common that, in order to observe a property m
with a good deal of precision, we need to perform the computation in a richer
domain p O . In the following, we call @ the observational domain and p the
computational domain. In the rest of the paper, we assume given a complete
lattice C' (the concrete domain), a set F' of monotone functions from C' to C' and
an uco m C C which represents the set of observable properties.

A common problem is to find a domain p such that if we perform any com-
putation on p and we project over m, we obtain the same result of the concrete
computation, projected over 7. In order to formalize this notion, we first need to
define the concept of computation (on both an abstract and a concrete domain).

Definition 1 (Computation). A finite sequence £ = {f1,..., fn) of elements
of F' is called computation. Given a computation £, a domain o, and an element
¢ € C, we denote by £*(c) the value (ao fio...0ao f)(a(c)). As a special case,
when & is the empty computation, we define £%(c) = a(c).

Note that, if id is the identity abstraction, then ¢'(c) = (f; o...0 f,)(c).
We write £(c) as a short form for £¥(c).

We are now able to compare abstract domains in terms of precision of their
computations. We say that a domain « is more precise than a domain S if it is the
case that, the result of a computation on « projected over m is more precise (it
is approximated by) the result of the corresponding computation on 8 projected
over T.

Definition 2 (More Precise than). We say that « is more precise than
for computing F observing m, and we write it as o < 3, when

wE% () < mf(c)
for every computation & and c € C.

Although the relation < depends on F' and 7, we prefer to use just < instead of
a more precise notation such as <%, in order to avoid a cumbersome notation.
Since F' and 7 are fixed, this does not cause ambiguities.

It is easy to check that < is a preorder, which may be viewed as a generaliza-
tion of the standard ordering between ucos: if @ 2 B then a < . Our notion is
more general than the standard ordering since it allows us to compare two dif-
ferent domains (o and 8) w.r.t. their precision on a third domain (7), and does
not require neither a nor 8 to be in any relation with 7. Note that, if 7 = id,
then o < g iff & O 3, since we also consider the empty computation.

Our formal notion of precision suggests to define a corresponding notion of
completeness. We say that a domain « is observationally complete for w if any
computation on « projected over m, gives the same result of the correspond-
ing concrete computation, projected over w. Here, the key notion is that any
computation is always observed on 7.



Definition 3 (Observational Completeness). We say that a domain « is
observationally complete (for F' and w) if o is more precise than the concrete
domain, i.e., a < id.

Among all the observationally complete domains, we are interested in the least
(most abstract) one w.r.t. set inclusion. In general, the least observationally
complete domain does not exist, as the following example shows.

FEzample 1. Let us consider the dia-
gram on the right, where the nodes
are the elements of the domain C =
{T,L,a,b,c1,¢2,...,¢,...}, solid and
dotted edges represent the ordering on
C' and dashed arrows represent a func-
tion f: C — C.

Let m = {T,a}, p1 ={T,a,b, L} U
{¢; | i is even} and py = {T,a,b, L} U
{¢; | iisodd}. It is easy to check
that both p; and py are observation-
ally complete. However, p = p; N
p2 = {T,a,b, L} is not observation-
ally complete, since, for the computa-
tion £ = (f), we have that 7(£(¢1)) = a
while 7(€%(c1)) = n(p(F(p(c1))) =
w(p(f(a) = T. 0

As a key result we show that, if all
the functions in F' are continuous, the
least observationally complete domain
exists.

Theorem 1. If F is a set of continuous functions, than
o= M(U{max{x € C|&(x) <a} | & computation and a € 7T}>

is the least observationally complete domain (for F and ).

In order to exploit this notion of observational completeness for approximating
the formal semantics S, we need to show that an observationally complete do-
main o preserves the least fixpoint of any composition of functions from F'. This
result implies that, we can safely approximate the concrete semantic function F
with the abstract semantic function on o without losing precision on 7.

Theorem 2 (Fixpoint Preservation). Let a be observationally complete for
F and w. Then « preserves the least fixpoint of any composition of functions
from F, when observing 7. In formulas, we have that:

Vi, fn €F, 1(fp(fio...0 fn)) =7n(fp(ao froao foo...ao0 froa)) .



The previous theorem allows us to say that w(Ifp(F)) = w(Ifp(F#)) for any
observationally complete domain. In other words, if we only want to observe
m, an observationally complete domain does not lose precision in the fixpoint
computation involving any composition of functions from F'.

4 Observational Completeness and Complete shell

In this section we study the relationships between observational completeness
and the standard notion of completeness, in particular between the least obser-
vationally complete domain and the complete shell.

It is immediate to show that if « is complete for F' and o 2 m, then «
is observationally complete for F' and w. More generally, « is observationally
complete for F' and a. We wonder whether:

a) every observationally complete domain for F' and 7 is complete for F;
b) the least observationally complete domain for F' and = is the complete shell
of 7 for F.

With respect to the first question, note that if « is observationally complete
for F' and 7, every B D « is still observationally complete. This does not hold for
completeness: a may be complete for F', although some 8 O « may not. This is
because in the observational completeness the observable properties remain fixed
when we refine the initial domain, while for standard completeness the notion
of observational domain coincides with the computational domain.

Ezample 2. Consider the concrete domain C = {T,a,b, ¢, L} depicted in Fig. 1a.
The domain o = {T,a, b} is complete for the function depicted in the diagram,
hence it is also observationally complete for 7 = {T,a}. However, the domain
{T,a,b,c} is observationally complete for 7 but it is not complete. a

Since completeness implies observational completeness, we may argue that
the least observationally complete domain for m and F' coincides with the com-
plete shell of 7. In the general case this is not true and the least observationally
complete domain is more abstract than the complete shell. The next examples
illustrate this case.

Ezample 3. Consider the concrete domain C = {T,a,b,c,d, L} depicted in
Fig. 1b. Assume 7 = {T,a}. If we build the complete shell of 7 for F, in the first
step we include the element b and ¢, since they are the maximal x € C such that
f(z) < a, and the element d since it is the meet of b and ¢. At the second step,
we also include L, which is the greatest element x € C such that f(z) < c¢. Note
that, in each step, we consider all the elements generated in the previous steps,
forgetting the observational domain 7 which started the process. However, it is
trivial to check that the domain a = C'\ {_L} has the same precision of C' when
observing m, i.e. 7fi(z) = m(afa)i(z) for every z € C and i € N. When z €
the stronger property fi(z) = (afa)®(x) holds. When x = L, it is not true that
fi(L) = (afa)’(L): for example it does not hold for i = 1. However, for each i,
7fi(L) = a=n(afa)’(L), hence a is observationally complete. O
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(a) Example 2 (b) Example 3 (c) Example 4

Fig. 1: Counterexamples

Ezample 4. Consider the concrete domain C = {T,a,by,ba,c1,co, L} depicted
in Fig. 1lc. If 7 = {T,a}, the complete shell is the entire domain C. However, co
is useless when observing , since the least observationally complete domain is

C\ {eo). 0

4.1 The Case of Additive Functions

We will show that, when all the functions in F' are (completely) additive, the
least observationally complete domain and the complete shell coincide. However,
in order to prove this result, we need to give an alternative construction for the
complete shell, more similar to the construction for the least observationally
complete domain. In more details, we replace the standard refinement operator
Rp : uco(C) — uco(C) given in Sect. 2 with a new operator Ry : p(C) —
p(C) simply obtained by removing the Moore closure from the definition of R p.
Therefore, we define

Rr(X) = U max{zr € C'| f(z) <a} .

feFaeX
Note that Rp(X) may not be an uco even if X is an uco, and that Rp(X) =
M (ﬁF(X)) We recall that, given a function G : p(C) — p(C), we have that
G*(X) = UienG* (X) where G°(X) = X and G'T}(X) = G(GY(X)).
Theorem 3. For every set F of continuous maps, the complete shell of m for
F is given by
§ =M (Re(m) .



This new construction, which is the key result to prove Theorem 4, is interesting
in itself, since it sheds a new light on the construction of the complete shell.
First of all, it shows that it is not necessary to compute the Moore closure at
each step of the refinement, but it suffices to compute it at the end. Secondly, it
shows that we need at most w steps of refinement to reach the fixpoint.

We recall that a function f : C' — C is (completely) additive if it preserves
arbitrary least upper bounds, i.e., f(\/ B) =V f(B) for any B C C.

Theorem 4. If F' is a set of completely additive functions, the complete shell
S of m for F' is the smallest observationally complete domain o for F and 7.

It is worth noting that, even if F' is a set of additive functions, this theorem does
not imply that observational completeness and completeness are the same thing:
in Example 2 the function f is additive, yet there is an observationally complete
domain which is is not complete.

5 Conclusions and Related Work

Different kinds of completeness have been proposed in the literature. The first
notion of completeness appears in Cousot and Cousot [4]. In the same paper, the
notion of fizpoint completeness is formalized. A domain « is fixpoint complete
for a function f when it preserves the least fixpoint of f, in formulas a(lfp f) =
Ifp(c o f o a). Cousot and Cousot have shown that complete domains are also
fixpoint complete. A detailed study on completeness and fixpoint completeness
can be found in Giacobazzi et al. [8], where the authors solve the problem of
synthesizing complete abstract domains.

Cousot and Cousot [2] introduced a different notion of completeness called
exactness. The same notion has been renamed as forward completeness (F-
completeness) by Giacobazzi and Quintarelli [7] who apply the completeness
results on model checking. Moreover, to distinguish between standard complete-
ness and F-completeness, Giacobazzi and Quintarelli renamed the former as
backward completeness (B-completeness). A domain « is F-complete for a func-
tion f when foa = ao f o «. Intuitively, this means that the result of any
abstract computation coincides with the result of the corresponding concrete
one, when the starting object is an abstract object.

Our notion of observational completeness differs from all the previous no-
tions (B-completeness, fixpoint completeness, F-completeness). The main point
is that, in our notion, we have two concepts of observational and computational
domain and, most importantly, the observational domain is kept fixed when
refining. We believe that, in any static analysis or semantics definition, the ob-
servable property does not change when looking for better domains. On the con-
trary, B-completeness is self-referential, since the observational domain changes
when refining the domain. More precisely, given a domain 7, the complete shell
of 7 for f is the least abstract domain S containing 7 which is observationally
complete for 8 (and thus it is observationally complete for 7). Moreover, the
self-referentiality of completeness yields some counter-intuitive behaviors. For



instance, if a is complete and S contains «, it may well happen that g is not
complete even if, according to our intuition, § is “richer” than «. This does
not happen for observational completeness, where supersets of observationally
complete domains are still observationally complete (see Example 2).

The notion of F-completeness does not fix any observable property. This
kind of completeness is useful when we are interested in a subset of the concrete
domain closed for the application of any state-transition function.

Finally, fixpoint completeness does not take into consideration intermedi-
ates steps during the abstract computation. In fact, it is only required that the
abstract least fixpoint (computed on the abstract domain) coincides with the
abstraction of the concrete least fixpoint. Giacobazzi et al. [8] show that, even
under strong hypotheses, the existence of the least fixpoint complete domain
containing 7 cannot be ensured. They show that, even if the concrete domain
is a complete Boolean algebra or a finite chain, and the concrete function f is
both additive and co-additive, the least fixpoint complete domain containing 7
does not necessarily exist. The counterexamples suggest that finding reasonable
conditions for the existence of least fixpoint complete domains is not viable.

Other notions of completeness have been proposed for dealing with logic (see,
for instance, Cousot and Cousot [5], Schmidt [9], Dams et al. [6]). In general,
completeness problems on fragments of temporal logic are considered (covering,
preservation, strong preservation). All these notions are very different from the
other forms of completeness, since they consider only fixed logical operators,
and, in general, one is not interested in least fixpoint preservation.

As a future work, we think that observational completeness could be gen-
eralized, in order to be relative to an abstract domain, instead of the concrete
one. We say that a domain « is observationally complete for m and F relatively
to the domain 3, when the result of any abstract computation, observed over 7,
is more precise than the corresponding abstract computation on the domain 3,
observed over 7. Here, the novelty is that the domains «, 8 and 7 do not need
to be in any relation. Thus, the least observationally complete domain for = and
F relatively to 8 could be incomparable with (.

Observational completeness naturally arises once we fix the preorder < on
domains, which formalizes the intuitive notion of precision. The novelty with
respect to the standard treatment of completeness is that we have two orderings
on ucos: standard inclusion O and precision <. The latter is used to define what
an observationally complete domain is, while the former selects, among observa-
tionally complete domains, the preferred one. In the complete shell construction
the two orderings coincide. In principle, we could change the standard inclu-
sion ordering, obtaining a different notion of “least” observationally complete
domain. For instance, we could compare two abstract domains on the base of
their cardinality or of a suitable notion of “complexity” of their abstract objects.
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A Appendix

In some proofs we will make use of the Hausdorff’s maximality principle [1]. We
recall that a chain Y in a poset P is maximal (with respect to set inclusion)
whenever for any other chain Y’ in P, Y C Y’ implies Y = Y’. The Hausdorfl’s
maximal principle says that every chain in a poset P can be extended to a
maximal chain in P.

Theorem 1. If F is a set of continuous functions, than
o= M(U{max{x € C|&(x) <a} | & computation and a € 7'('})

is the least observationally complete domain (for F' and ).

Proof. First of all, we show that o is observationally complete. We prove, by in-
duction on the length of ¢, that £(z) < a implies £7(z) < a for each computation
Eand a € 7. If [¢] =0, then &(x) = x and £7(x) = o(x). Note that o D 7 since
if a € 7w then a = \/{z € C | z < a}. Hence z < a implies o(z) < a. Now assume



|€] =i+1. If £(x) < a, consider the poset C" = {c € C' | £(c) < a} and the chain
{z} C C’. By Hausdorfl’s maximality principle there exists a maximal chain
Y D {z} which is contained in C’. Let y = \/ Y. By continuity of £, we have that
£(y) < a. Since Y is a maximal chain in C”; then y € max C’. Moreover, by def-
inition of o we have that y € o. It follows that {(o(z)) < &(y) <a. If E=& - f,
by inductive hypothesis £7(x) = £ (f(o(z))) < a since & (f(o(x))) < a.

Now we show that o is the least observationally complete domain. Assume,
without loss of generality, that v € max{z € C' | {(x) < a} for some computation
& and ¢ € m and let p be a domain such that v ¢ p. Then, {(p(v)) £ a since
p(v) > v and by definition of v. Hence, also £”(v) £ a, which means p is not
observationally complete. O

Theorem 2 (Fixpoint Preservation). Let a be observationally complete for
F and w. Then « preserves the least fixpoint of any composition of functions
from F, when observing on w. In formulas, we have that:

Vi,o.fu €F, 1(ip(fio...0f,)) =7n(fp(ao froao foo...ao0 froa)) .
Proof. 1t clearly holds that
7(fp(fio...ofn)) <w(liplao froao fao...a0 frpoa)) ,

since « is extensive. We now show the other direction. We prove that, for any
c € C and ordinal €, it holds that

77(\/i€6(ozof1 oozof2o...aofnoa)i(c)) < 7r<\/i€6(f1 of2o...ofn)i(c))

Since 7 is an upper closure operator, it is complete for arbitrary lubs. It follows
that:

T (Vielao fioae fao.. a0 froa)i(c) =
77(\/1-€€7r(a0f1 OOéOfQO...OZOanOZ)i(C>)

Since « is observationally complete for F' and 7, then

T (Vieem(ao fioao fro...ao fyoa)i(c) =
T (Vieem(fiofao...ofa)(c))

which is equivalent to m (\/,c (f10 fao...0 fn)'(c)). O
Lemma 1. For every set F' of continuous functions and every X C C, we have

M (sz(M (X))) - M (sz(X)) .

Proof. Tt is immediate by monotonicity of R and M (_) that M (7@ r(M (X )))

oM (ﬁF(X )) For the converse inequality, since M (_) is an upper closure



operator on p(C), it is enough to prove that Rp(M (X)) C M (ﬁp(X)) Given

y € Rp(M (X)), we have y € max{z € C | f(z) < a} and a = Nicr @i where
f € F and {a;}icr C X.

For each i € I, consider the set ¥; = max{z € C | f(z) < a;} € Rp(X).
Since f(y) < a < a; and f is continuous, there is an y; € Y; such that y; > y.
We may find y; as the least upper bound of a maximal chain in Y; containing vy,
which exists by Hausdorff’s maximality principle. It is enough to prove that y =
Nicr vi- By definition of the y;’s, we have y < A,.; yi. Moreover, f(A;c;vi) <
f(yi) < a; hence f(A;c;vi) < a. Since y is a maximal element such that f(y) <
a, this means that y = A,;.; vi. O

Theorem 3. For every set F' of continuous maps, the complete shell S of m for
F' is given by

S =M (ﬁvg(w)) .
Proof. Tt can be easily proved that
S =M(G"({T}))

for some ordinal x, where G : uco(C') — uco(C) is the map

G(p) = M (rURE(p)) = M (7r U ﬁp(p)) .

It is enough to prove that M (7%“;,1 (7‘(‘)) is a subset of S and a fixpoint of G. In
order to prove M (7@%(77)) C S it is enough to show that Ri(m) C GFL({T})

for every ¢ < w. The proof is by induction over ¢. For ¢ = 0, we have ﬁ%(w) =xC
GHTH. It i =j+ 1, Rep(r) = Rr(Ri(7)) € Re(G'({T}) € GG'({T}) =
G ({T}). Now we prove that M (ﬁ%(w)) is a fixpoint of G. We have that

¢ (u (%110
ST ARICT)
- (o (3 (w1 (R310)))

_M(qu(RF R (1 ))
:M(ﬁuU{Rgl 7r)\i<w})

This concludes the proof. ad

Theorem 4. If F is a set of completely additive functions, the complete shell
S of m for F is the least observationally complete domain o for F and .



Proof. We know that S is observationally complete, since it is complete and
contains 7. It is enough to prove that if a € R4 (w) and a ¢ p, then p is not
observationally complete for 7 and F'. Assume a € ﬁ}(ﬂ) and there is no 5 < i
such that a € ﬁ}(w) It means there exist a computation £ = (f1,..., f;) of
maps in F' and a sequence ag,...,a; of objects in C such that a = a;, a9 € 7
and a; € max{z € C'| f;j(z) < aj_1} for any j € [1,...,4]. It immediate to check
that £(a) < ag. We prove that £°(a) £ ao.

Note that, if f is completely additive, then max{z € C | f(z) < y} is a
singleton for any y € C. Therefore, if max{zx € C' | f(z) <y} ={z} and = £ z,
then f(z) £ y. In our proof, this means that, for each j € [1,...,4], z £ q;
implies fj(x) £ a;—1. Since p(f(z)) > f(x), this also implies p(f;(a;)) £ a;j—1.
Since a ¢ p, then p(a) > a, i.e. p(a) £ a, hence £°(a) £ ayp. O



