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Abstract

The problem of the arbitrage-free pricing of a European contingent claim B is considered in a general
model for intraday stock price movements in the case of partial information. The dynamics of the risky
asset price is described through a marked point process Y , whose local characteristics depend on some
unobservable jump diffusion process X. The processes Y and X may have common jump times, which
means that the trading activity may affect the law of X and could be also related to the presence of
catastrophic events. Risk-neutral measures are characterized and in particular, the minimal entropy
martingale measure is studied. The problem of pricing under restricted information is discussed, and the
arbitrage-free price of the claim B w.r.t. the minimal entropy martingale measure is computed by using
filtering techniques.
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1. Introduction

Valuation of contingent claims is a central problem in mathematical finance. This problem can be easily
solved in complete markets, thanks to the existence of a unique equivalent martingale measure. Hence the
no-arbitrage price of a contingent claim is identified to the conditional expectation with respect to this
probability measure.
In the case of incomplete markets, as it happens for the model presented in this paper, the set of martingale
measures has in general an infinite number of elements. In [27] the case of full information for a marked
point process has been studied and the special case of the minimal martingale measure has been considered.
In this note, in Section 3, we discuss the characterization of martingale measures in the frame of the model
described in Section 2.

On the other hand, the existence of many martingale measures implies that the first question that one has to
face is concerned with the appropriate equivalent measure to be chosen. For a chosen risk-neutral probability
measure the no-arbitrage price of a contingent claim is again the conditional expectation with respect to this
probability measure.
Different choices have been proposed according to some measure of the choice, as the minimal martingale
measure ([12], [32]), the mean-variance martingale measure ([9], [31]) and the minimal entropy measure
(MEMM) ([16], [18], [19]). Moreover, there is a correspondence between hedging criteria and martingale
measures and the choice of a specific pricing measure can be based on the choice of a specific hedging
criterion.

In this paper, we will adopt the relative entropy as a measure of the choice.
The MEMM plays an important role in the utility indifference approach to valuation of derivatives ([1], [2],
[8], [25] and references therein). In fact, we recall that, via a duality result the MEMM is in relationship
with the utility maximization problem and its explicit representation provides the optimal strategy for this
problem in a particular case.
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Furthermore, an asymptotic result leads to choosing the MEMM as pricing measure since the MEMM price
is the limit of the dynamic utility indifference price as the risk aversion parameter goes to zero ([25], Theorem
17).

In Section 4 we recall the definition and the basic properties of the MEMM and we discuss its existence for
our model with a structure that preserves the Markovianity of the model. It is also shown that the case of
geometric marked point processes with respect to their internal filtration can be viewed as a particular case
of a full information model.
Let us notice that, in [18] the existence of the MEMM is proven and an explicit representation is given
when the asset price is described by a geometric Lévy process. As we will see later on, our model could
not be viewed as a particular case of that discussed in [18] since the local characteristics of S are stochastic
processes.

Next, we describe more precisely the model presented in Section 2 of this note. Most models that have been
proposed to describe the dynamics of prices consider processes with continuous trajectories, while, recently,
with the advent of intraday information on financial asset price quotes, many papers have been devoted to
models with jumps ([13], [14], [15], [29], [30]). In fact real asset prices are piecewise constant and jump in
reaction to trades or to significant new information, hence it is sensible to suppose that prices are described
by marked point processes. Moreover their dynamics can be directed by another unobservable process, which
may describe the activity of other markets, macroeconomics factors or microstructure rules that drive the
market ([6], [7], [13], [14], [15]).

In this paper we consider the same model introduced in [5] and [6], more precisely the behavior of the asset
prices is described by a geometric marked point process S, whose local characteristics may depend by an
exogenous process X modeled by a Markov jump-diffusion. Moreover, the two processes may have common
jump times, which means that the trading activity may affect the law of X and could be also related to the
presence of catastrophic events. Agents have access only to the information contained in past asset prices.

Thus we deal with a partially observed model. As a consequence we need to choose an appropriate approach
for the valuation of contingent claims. Many choices are possible. As we shall discuss in Section 3, taking into
account the discussion performed in [26] for the totally observed case, we will adopt the following approach.

We study the set of the risk-neutral measures with respect to a filtration greater than that generated by the
marked point process S and the price with partial observation is computed as the conditional expectation
with respect to the chosen risk-neutral probability measure given the past asset prices.

When the chosen martingale measure preserves the Markovianity of the pair (X, S) the valuation of the
contingent claim leads to a filtering problem similar to that studied in [6] when S takes values in a discrete
space and in [5] when S takes values in IR. In Section 5 we discuss the filtering problem related to our
approach of the pricing problem and we perform some explicit computation in a particular case in which an
explicit representation of the MEMM is provided.

A different approach could consist in looking for a risk-neutral measure with respect to the filtration generated
by the past asset price, but this needs the computation of the minimal local characteristics of S again by
introducing a filtering problem and in order to preserve Markovianity the pair asset price and filter has to
be considered, processes whose joint dynamics is not easy to handle.

2. The Model

The general model here considered is the same studied in [6]. In this section, first, we shall recall the main
results given there for later use, then we shall introduce a simplified model.

2.1. Preliminaries

On a filtered probability space (Ω,F ,Ft, P ) we consider a financial market consisting of two traded assets:
a riskless money market account and a risky asset. We assume that the price S of the risky asset is a pure
jump process given by

St = S0e
Yt S0 ∈ IR+. (2.1)
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The logreturn process Y is defined as

Yt =
Nt∑

n=0

Zn, Z0 = 0, Nt =
∑
n≥1

1I{Tn≤t}

where Zn = YTn
− YTn−1 is the size of the nth logreturn change and N the point process which counts the

total number of changes.

The price of the risk-free asset is taken equal to 1. This simply means that S is the discounted price of the
risky asset and this helps to avoid more complicated notations.

We assume that the process Y described by the double sequence {Tn, Zn} is a marked point process whose
(P,Ft)-local characteristics ([4]) (λt,Φt(dz)) may depend on some unobservable process X, and common
jump times between X and Y are allowed. The presence of common jump times implies that the law of the
latent process X can be affected by the actual trading activity, represented by the point process N and also
that catastrophic events can be considered.

The pair (X, Y ) takes values in IR× Y (Y discrete subset of IR), and it is a global solution to the following
stochastic differential equations

Xt = x0 +
∫ t

0

b(Xs) ds +
∫ t

0

σ(Xs) dWs +
∫ t

0

∫
Z

K0(s,Xs− ; ζ) N (ds, dζ) (2.2)

Yt =
∫ t

0

∫
Z

K1(s,Xs− , Ys− ; ζ) N (ds, dζ) (2.3)

where x0 ∈ IR, Wt is a (P,Ft)-standard Brownian motion, N (dt, dζ) is a (P,Ft)-Poisson random measure
on IR+×Z, independent of Wt, with mean measure dt ν(dζ), with ν(dζ) a σ-finite measure on a measurable
space (Z,Z). The IR-valued functions b(x), σ(x), K0(t, x; ζ) and the Y-valued function K1(t, x, y; ζ) are
jointly measurable functions of their arguments.

We notice that, by applying Itô formula to eYt , taking into account (2.3) we get that X and S, the price of
the risky asset, solve (2.2) and

St = S0 +
∫ t

0

∫
Z

Sr−(eK1(r,Xr− ,log(Sr−/S0);ζ) − 1)N (dr, dζ). (2.4)

Remark 2.1 Suitable assumptions can be done on the model, in order to assure existence and uniqueness
(at least in a weak sense) to the system (2.2), (2.3). We do not study here this topic. We refer to [5], [6]
and references therein for a complete discussion of it.
Overall this paper we shall assume existence and uniqueness (at least in a weak sense) to that system.

2.2. A particular case

We shall also consider a simplified model.

First, we define, ∀T > 0, ∀t ∈ [0, T ], the set

D1(t, x, y) = {ζ ∈ Z : K1(t, x, y; ζ) =/ 0}, (2.5)

and assume that

E[
∫ T

0

ν(D1(s,Xs, Ys)) ds] < ∞
( ∫ T

0

ν(D1(s,Xs, Ys)) ds < ∞ P − a.s.
)
. (2.6)

Then we assume that the sets

D+
1 (t, x, y) = {ζ ∈ Z : K1(t, x, y; ζ) > 0} D−

1 (t, x, y) = {ζ ∈ Z : K1(t, x, y; ζ) < 0} (2.7)
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are both non-empty, and that ν
(
D+

1 (t, Xt− , Yt−)
)

and ν
(
D−

1 (t, Xt− , Yt−)
)
, which are finite P -a.s. by (2.6),

are both positive (see Remark 3.7 below).

Finally we set

K1(t, x, y; ζ) = K+
1 (t, x, y) 1ID+

1 (t,x,y)(ζ)−K−
1 (t, x, y) 1ID−

1 (t,x,y)(ζ) (2.8)

where K+
1 and K−

1 are Y-valued positive functions.

Under (2.8), the logreturn process Yt has a simplified but non trivial structure. In fact, the processes

N+
t = N

(
(0, t), D+

1 (t, Xt− , Yt−)
)

and N−
t = N

(
(0, t), D−

1 (t, Xt− , Yt−)
)

are independent counting processes with {P,Ft}-intensities, respectively,

ν
(
D+

1 (t,Xt− , Yt−)
))

and ν
(
D−

1 (t, Xt− , Yt−)
)

and Yt and St satisfy, respectively,

Yt =
∫ t

0

K+
1 (r, Xr− , Yr−) dN+

r −
∫ t

0

K−
1 (r, Xr− , Yr−) dN−

r , Nt = N+
t + N−

t ,

St = S0 +
∫ t

0

Sr−
(
eK+

1 (r,Xr− ,Yr− ) − 1
)

dN+
r +

∫ t

0

Sr−
(
e−K−

1 (r,Xr− ,Yr− ) − 1
)

dN−
r .

These last representations suggest that this particular model can be seen as a generalization of that proposed
in [21].

2.3. Local characteristics of Y and semimartingale representation of S

The (P,Ft)-local characteristics (λt,Φt(dz)) of Y are derived in [6], taking into account the representation
(2.3). Defining the sequence of the jump times and the sequence of the marks of Y by

T1 = inf{t > 0 :
∫ t

0

∫
Z

K1(s,Xs− , 0; ζ) N (ds, dζ) =/ 0}

Tn+1 = inf{t > Tn :
∫ t

Tn

∫
Z

K1(s,Xs− , YTn
; ζ) N (ds, dζ) =/ 0}

Zn = YTn − YTn−1 =
∫

Z

K1(Tn, XT−n
, YTn−1 ; ζ) N ({Tn}, dζ),

we recall te following result.

Proposition 2.2 Denote by m the integer valued random measure associated to Y ([4],[24])

m(dt, dz) =
∑
n≥1

δ{Tn,Zn}(dt, dz)1I{Tn<∞} =
∑

h∈Y\{0}

m(dt, {h}) δh(dz) (2.9)

m(dt, {h}) =
∑
n≥1

1I{Zn=h} δTn
(dt) 1I{Tn<∞}.

Then, under the assumption (2.6) the (P,Ft)-predictable projection of m is given by

mp(dt, {h}) = λtΦt({h}) dt = λ(t, Xt− , Yt−) Φ(t, Xt− , Yt− , {h}) dt. (2.10)

where
λt = λ(t, Xt− , Yt−) = ν(D1(t, Xt− , Yt−)) (2.11)

provides the (P,Ft)-predictable intensity of the point process Nt =
∑

n≥1 1I{Tn≤t} and on {Tn < ∞}

ΦTn({h}) =
ν(Dh

1 (Tn, XT−n
, YT−n

))
ν(D1(Tn, XT−n

, YT−n
))

. (2.12)
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with, ∀h ∈ Y, h =/ 0
Dh

1 (t, x, y) = {ζ ∈ Z : K1(t, x, y; ζ) = h} ⊆ D1(t, x, y). (2.13)

Moreover, whenever there exists a transition function µ(t, x, y, {h}) such that, ∀h ∈ Y, h =/ 0

P
(
Zn = h | FTn−

)
= µ(Tn, XT−n

, YT−n
, {h})

then on {Tn < ∞}
ΦTn

({h}) = P
(
Zn = h | FT−n

)
. (2.14)

Summing up, the (P,Ft)-local characteristics (λt,Φt(dz)) = (λ(t, Xt− , Yt−),Φ(t, Xt− , Yt− , dz)) of Y depend
on t and on Xt. The dependence on t takes account of seasonality effects, typical for high frequency data.

In [5] it has been studied the case where S is a (P,Ft)-local martingale. Instead of this, here we will consider
the more general case where S is a (P,Ft)-semimartingale.

Proposition 2.3 Under (2.6 ) and the following condition∫ T

0

∫
Z

(eK1(t,Xt− ,Yt− ;ζ) − 1)2ν(dζ) dt < +∞ P − a.s. (2.15)

S is a special semimartingale ([24]) with the decomposition

St = S0 + Mt + At (2.16)

where

At =
∫ t

0

∫
Z

Sr−(eK1(r,Xr− ,Yr− );ζ) − 1)ν(dζ)dr

is a predictable process with bounded variation paths,

Mt =
∫ t

0

∫
Z

Sr−(eK1(r,Xr− ,Yr− ;ζ) − 1)(N (dr, dζ)− ν(dζ)dr)

is a locally square-integrable local martingale whose angle process is given by

< M >t=
∫ t

0

∫
Z

S2
r−(eK1(r,Xr− ,Yr− ;ζ) − 1)2ν(dζ)dr. (2.17)

Proof.
First notice that (2.6) and (2.15) imply∫ T

0

∫
Z

| eK1(t,Xt− ,Yt− ;ζ) − 1 | ν(dζ) dt < +∞ P − a.s. (2.18)

hence

Rt =
∫ t

0

∫
Z

(eK1(r,Xr− ,Yr− ;ζ) − 1)N (dr, dζ)

is a semimartingale and by (2.15) it is square integrable.
Finally, since by (2.4),

dSt = St− dRt

S is a semimartingale being the stochastic exponential of a semimartingale. The square-integrability of M
follows by noticing that S2 is the stochastic exponential of the semimartingale

R′t =
∫ t

0

∫
Z

(e2K1(r,Xr− ,Yr− ;ζ) − 1)N (dr, dζ).
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Remark 2.4 From now on, we shall assume conditions (2.6) and (2.15).

3. Pricing under partial information

We deal with the main topic of this paper, that is the valuation of a contingent claim under partial infor-
mation.
Setting FS

t = σ{Su, u ≤ t}, let B be a square integrable FS
T -measurable random variable representing the

payoff of a European contingent claim with maturity T . The problem of pricing consists in finding the value
of B at each time t, avoiding arbitrage opportunities.
We recall that absence of arbitrage opportunities is related to the existence of risk-neutral probability mea-
sures. that is probability measures Q, locally equivalent to P , such that S is a local (Q,Ft)-martingale (in
our framework the numeraire has been taken equal to 1). We shall denote by Me this class of measures,
whose characterization will be discussed in Subsection 3.2.

3.1. Arbitrage free price under partial observation

We suppose that investors can observe only the behavior of the stock price. This situation is referred to as a
partial information case, in contrast with the case of full information. In partially observed models different
approaches are possible. Herein we propose as price the conditional expectation of B with respect to the
observations FY

t = FS
t , under a chosen risk-neutral probability measure . We will give a motivation of our

choice in Propositions 3.2 and 3.4 below. First we recall some basic results in the case of full information
(see, for instance, [26]).

Let Q ∈Me, a risk neutral measures for St.
A self-financing trading strategy θt, t ∈ [0, T ], is called (Q,Ft)-admissible if it is a Ft-predictable process
such that the gains process

∫ t

0
θrdSr follows a martingale under Q.

It is well known that the arbitrage price of a contingent claim B, settles at time T , attainable by a Q-
admissible strategy agrees with the Q-conditional expectation of B given Ft.

Since the hedger has access only to the information given by the filtration FS
t we modify the classical

definition by restricting our attention to strategies adapted to FS
t , and we give the following definition.

Definition 3.1 A self-financing trading strategy θt, t ∈ [0, T ], is called (Q,FS
t )-admissible if it is a FS

t -
predictable process such that the gains process

∫ t

0
θrdSr is a (Q,Ft)-martingale.

Similarly to the full information case we have

Proposition 3.2 For any European contingent claim B which settles at time T and is attainable by a
(Q,FS

t )-admissible strategy θt, the associated wealth process Vt(θ) agrees with EQ
[
B

∣∣FS
t

]
.

Proof.
It is sufficient to observe that since

∫ t

0
θrdSr, t ∈ [0, T ], is a (Q,Ft)-martingale adapted to FS

t it is also a
(Q,FS

t )-martingale. Recalling that θt is a self-financing replicating strategy we have

Vt(θ) = V0(θ) +
∫ t

0

θrdSr, VT (θ) = B

and

Vt(θ) = EQ
[
VT (θ)|FS

t

]
= EQ

[
B

∣∣FS
t

]
.

Definition 3.3 A self-financing trading strategy θt, t ∈ [0, T ], is called FS
t -admissible if it is (Q,Ft)-

admissible for some Q ∈ Me, and the associated wealth process is bounded from below, that is Vt(θ) ≥ m,
m ∈ IR. The class of all FS

t -admissible strategies will be denoted by ΘS.
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Proposition 3.4 Assume that Me is not an emptyset. The market (S, ΘS) is arbitrage-free. The arbitrage
price of any contingent claim attainable by a FS

t -admissible strategy is well-defined. If a European contingent
claim B, which settles at time T , is attainable by (Qi,FS

t )-admissible strategies, i = 1, 2, then for every
t ∈ [0, T ]

EQ1[
B

∣∣FS
t

]
= EQ2[

B
∣∣FS

t

]
.

Proof.
It is a well known result that the market (S, Θ), where Θ is the class of all Ft-admissible strategies, is
arbitrage-free then also (S, ΘS) is arbitrage-free since ΘS ⊂ Θ.
To prove the second statement, consider a ΘS-attainable claim B with maturity T . Let θi, i = 1, 2, be two
strategies such that VT (θi) = B. Let θi, Qi-admissible for some Qi ∈Me. Then

Vt(θi) = EQi[
B

∣∣FS
t

]
, i = 1, 2.

On the other hand,

VT (θ1) = Vt(θ1) +
∫ T

t

θ1
rdSr

where
∫ t

0
θ1

rdSr is a (Q2,FS
t )-local martingale bounded from below. Since, by Fatou’s lemma, it is a (Q2,FS

t )-
supermartingale, we have

Vt(θ2) = EQ2[
B

∣∣FS
t

]
= EQ2[

VT (θ1)
∣∣FS

t

]
≤ Vt(θ1).

Interchanging the roles, we find Vt(θ1) ≤ Vt(θ2) and thus the equality.

In incomplete market not every claim can be replicated by a self-financing strategy. Then one has to choose
some approach to hedging and pricing derivatives. Different choices have been proposed according to some
measure of the choice. This choice may be dependent by agents’ preferences and it is related to some risk
neutral measure.
In the next subsection, we shall characterize the risk neutral measures and we shall consider, in particular,
the Markovian case.

3.2. Martingale measures and Markov property

Existence and uniqueness of martingale measures is one of the fundamental problems in the theory of
mathematical finance. Since our financial market is incomplete, neither existence nor uniqueness are assured.
From now on, with a little abuse of notations, we set Ft = σ{Wu, N ((0, u]× A), u ≤ t, A ∈ Z}, F = FT ,
for a fixed time horizon T > 0.
Let us observe that the local characteristics of the logreturn process does not change, being adapted to this
filtration. Moreover let us recall that, in a finite time horizon, measures Q, locally equivalent to P are indeed
equivalent to P , then the class Me reduces to the set of probability measures Q, equivalent to P , such that
S is a local (Q,Ft)-martingale and we shall characterize this set for this model in the sequel.

An essential tool for our purposes is a suitable version of the Girsanov theorem that we recall in the form
we will use later on, based on classical results given in [10] and in [24], (Theorem 6.2).

In our frame, a local {P,Ft}-martingale can be written as

Mt =
∫ t

0

Γs dWs +
∫ t

0

∫
Z

Us(ζ)
(
N (ds, dζ)− ν(dζ) ds

)
(3.1)

where Γ is a {P,Ft}-adapted process and Us(ζ) is a joint measurable predictable process such that, for any
t ∈ [0, T ] ∫ t

0

|Γs|2 ds < ∞ and
∫ t

0

∫
Z

|Us(ζ)| ν(dζ) ds < ∞ P − a.s. (3.2)
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Theorem 3.5 Under (3.2) and
Us(ζ) + 1 > 0 P − a.s. (3.3)

the process L = E(M) given by

Lt = exp
{∫ t

0

Γs dWs −
1
2

∫ t

0

|Γs|2 ds +
∫ t

0

∫
Z

log
(
1 + Us(ζ)

)
N (ds, dζ)−

∫ t

0

∫
Z

Us(ζ) ν(dζ) ds

}
(3.4)

is a strictly positive local {P,Ft}-martingale. When

IE[LT ] = 1 (3.5)

and ∫ T

0

∫
Z

(
1 + Us(ζ)

)
ν(dζ) ds < ∞ P − a.s. (3.6)

there exists a probability measure Q equivalent to P , with

dQ

dP

∣∣∣∣
Ft

= Lt, (3.7)

and

(i) there exists a Q-Wiener process W q
t such that

dWt = Γt dt + dW q
t ,

(ii) the (Q,Ft)-compensator of the integer-valued random measure N (ds, dζ) is

νq(ds, dζ) =
(
1 + Us(ζ)

)
ν(dζ) ds,

(iii) every probability measure equivalent to P has the structure above, in the sense that, on Ft, its density
Lt w.r.t. P is given by (3.4), (3.5) holds, the pair Γs, Us(ζ) verify (3.2), (3.3), (3.6) and conditions (i) and
(ii) are fulfilled.

Let us remark that the last claim strictly depends on the choice of the internal filtration.

At this point we are able to find conditions ensuring that the price process St is a local (Q,Ft)-martingale.

Proposition 3.6 The probability measure Q equivalent to P is a risk-neutral measure iff∫ T

0

∫
Z

∣∣eK1(t,Xt− ,Yt− ;ζ) − 1
∣∣ (

1 + Ut(ζ)
)

ν(dζ)dt < +∞ P − a.s. (3.8)

and for a.a. t ∈ [0, T ] ∫
Z

(eK1(t,Xt− ,Yt− ;ζ) − 1)
(
1 + Ut(ζ)

)
ν(dζ) = 0 P − a.s. (3.9)

Proof.
Recalling (2.4), since Q is equivalent to P , by Theorem 3.5, we can write

St = S0 +
∫ t

0

∫
Z

Sr−(eK1(r,Xr− ,Yr− ;ζ) − 1)N (dr, dζ) =

= S0 +
∫ t

0

∫
Z

Sr−(eK1(r,Xr− ,Yr− ;ζ) − 1) (N (dr, dζ)− νq(dr, dζ)) +

+
∫ t

0

∫
Z

Sr−(eK1(r,Xr− ,Yr− ;ζ) − 1)
(
1 + Ur(ζ)

)
ν(dζ) dr

and the thesis is achieved, since, as in Proposition 2.3, we get that S is a special semimartingale under Q.
Then S is a local martingale under Q iff (3.8) and (3.9) hold.
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Remark 3.7 We observe that, as a consequence of condition (3.3), when, for any fixed t ∈ [0, T ] and
x ∈ IR, y ∈ Y,

K1(t, x, y; ζ) ≥ 0, ∀ζ ∈ Z or K1(t, x, y; ζ) ≤ 0, ∀ζ ∈ Z

condition (3.9) cannot be fulfilled. In such a case the model does not admit risk neutral measures. Then,
from now on, we assume that the sets D+

1 (t, x, y) and D−
1 (t, x, y) defined in (2.7) are both non-empty, as we

did in Subsection 2.2 for the particular model.

The final part of this section will be devoted to discuss the conditions under which the process (Xt, Yt) is a
(Q,Ft)-Markov process.

In our frame, the pair (X, Y ), under P , is a Markov process whose generator is given by,

Lf(t, x, y) =
∂f

∂t
(t, x, y) + Ltf(t, x, y) = (3.10)

=
∂f

∂t
(t, x, y) + b(x)

∂f

∂x
(t, x, y) +

1
2

σ2(x)
∂2f

∂x2
(t, x, y)

+
∫

Z

(
f
(
t, x + K0(t, x; ζ), y + K1(t, x, y; ζ)

)
− f(t, x, y)

)
ν(dζ).

More precisely, in [5], [6] it is proven that for real-valued, bounded continuous functions f(t, x, y) such that
∂f
∂t , ∂f

∂x , ∂2f
∂x2 are bounded and continuous,

f(t,Xt, Yt)− f(0, x0, 0)−
∫ t

0

Lf(r, Xr, Yr) dr (3.11)

is a (P,Ft)-martingale under the assumptions,

E
[ ∫ T

0

σ2(Xs) ds
]

< ∞ (3.12)

E
[ ∫ T

0

ν(Di(s,Xs, Ys)) ds
]

< ∞ i = 0, 1 (3.13)

where, ∀t ∈ [0, T ]
D0(t, x, y) = {ζ ∈ Z : K0(t, x; ζ) =/ 0, K1(t, x, y; ζ) = 0} (3.14)

Remark 3.8 As a consequence of the Remark 2.1, we can claim that the Martingale Problem associated to
the operator L with initial conditions (0, x0, 0) is well posed.

Then choosing a probability measure Q defined as in (3.7) under the assumptions of Theorem 3.5, Itô formula
allows us to write, for a suitable f

f(t, Xt, Yt) = f(0, X0, Y0) +

+
∫ t

0

{∂f

∂s
(s,Xs, Ys) +

(
b(Xs) + σ(Xs)Γs

) ∂f

∂x
(s,Xs, Ys) +

1
2

σ2(Xs)
∂2f

∂x2
(s,Xs, Ys)

}
ds +

+
∫ t

0

σ(Xs)
∂f

∂x
(s,Xs, Ys) dW q

s +

+
∫ t

0

∫
Z

{
f(s,Xs− + K0(s,Xs− ; ζ), Ys− + K1(s,Xs− , Ys− ; ζ))− f(s,Xs− , Ys−)

}(
N (ds, dζ)− νq(ds, dζ)

)
+

+
∫ t

0

∫
Z

{
f(s,Xs− + K0(s,Xs− ; ζ), Ys− + K1(s,Xs− , Ys− ; ζ))− f(s,Xs− , Ys−)

}
νq(ds, dζ)

and recalling the expression of νq(ds, dζ) given in Theorem 3.5, we can deduce, at first, that the Markov
property cannot hold for the process (Xt, Yt) under Q unless measurable functions γ(t, x, y), U(t, x, y, z)
exist, such that

Γs = γ(s,Xs− , Ys−) and Us(ζ) = U(s,Xs− , Ys− , ζ). (3.15)

In this case
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Proposition 3.9 Under (3.12), (3.13), (3.15) and

IE

[∫ T

0

∫
Z

(
1 + U(s,Xs− , Ys− , ζ)

)
ν(dζ) ds

]
< ∞, (3.16)

for any real-valued bounded function f such that ∂f
∂t , ∂f

∂x , ∂2f
∂x2 are bounded and continuous, the process

Mq
f (t) = f(t,Xt, Yt)− f(0, x0, 0)−

∫ t

0

Lqf(s,Xs, Ys) ds

is a {Q,Ft}-martingale, where

Lqf(s, x, y) =
∂f

∂s
(s, x, y) +

(
b(x) + σ(x)γ(s, x, y)

) ∂f

∂x
(s, x, y) +

1
2

σ2(x)
∂2f

∂x2
(s, x, y) +

+
∫

Z

{
f
(
s, x + K0(s, x; ζ), y + K1(s, x, y; ζ)

)
− f(s, x, y)

} (
1 + U(s, x, y; ζ)

)
ν(dζ). (3.17)

Remark 3.10 The Martingale Problem for the operator Lq and initial condition (0, x0, 0) is well posed. In
fact, recalling the Remark 3.8, it is sufficient to notice that this Martingale Problem is well posed once such
is the Martingale Problem for the operator L defined in (3.10), with the same initial conditions.

In particular, this implies that the process (Xt, Yt) is a Markov process under Q while this is no more true
for Xt alone. For further details on this topic, see, for example, [11].

We will refer to this situation as a Markovian change of probability measure. In such a case Proposition 3.6
provides the following sufficient condition.

Proposition 3.11 Let Q be a probability measure equivalent to P , defined by a pair Γs, Us(ζ) verifying
(3.15). Under (3.8) and

∀t ∈ [0, T ], x ∈ IR, y ∈ Y
∫

Z

(eK1(t,x,y;ζ) − 1)
(
1 + U(t, x, y; ζ)

)
ν(dζ) = 0 (3.18)

then the risky asset price S is a local (Q,Ft)-martingale.

As a final remark, let us notice that, choosing a martingale measure preserving the Markov property of the
model, the pricing problem can be dealt with by filtering techniques. This will be done in Section 5 for the
particular case, under the minimal entropy martingale measure, whose properties are discussed in the next
Section.

4. Minimal entropy martingale measure.

In this section we discuss the problem of the existence of the minimal entropy martingale measure in the
model described in this note. In a general setting, ([16] and references therein) we can give the following

Definition 4.1 Let P ′ any probability measure on (Ω,F , P ) . The relative entropy of P ′ w.r.t. P is defined
as

H(P ′|P ) =

{
IEP

[dP ′

dP
log

(dP ′

dP

)]
P ′ � P

+∞ otherwise
(4.1)

and it verifies the following

(i) H(P ′|P ) ≥ 0 and H(P ′|P ) = 0 iff P ′ = P .
(ii) The functional P ′ −→ H(P ′|P ) is strictly convex.
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Definition 4.2 The minimal entropy martingale measure (MEMM) is a probability measure P ∗ ∈ M such
that

H(P ∗|P ) = min
Q∈M

H(Q|P ) (4.2)

where M denotes the set of probability measure Q, absolutely continuous w.r.t. P , such that S is a local
(Q,Ft)-martingale.

If the MEMM exists, by definition is unique. Moreover, ([16], Theorem 2.2, [19], Theorem 3.1) under the
assumption

inf
Q∈Me

H(Q | P ) < +∞ (4.3)

it is equivalent to P , and, ([16], Theorem 2.1 and Remark 2.1), when the price process St is locally bounded,
the assumption

inf
Q∈M

H(Q | P ) < +∞ (4.4)

is a necessary and sufficient condition for its existence.

This measure plays an important role in the utility indifference approach to valuation of derivatives. This
role in a hedging problem is highlighted by a duality result, exhaustively discussed in [8] and [20], that in a
particular case becomes

sup
θ∈Θ

E
[
− exp

{
−

∫ T

0

θrdSr

}]
= − exp

{
− inf

Q∈M
H(Q|P )

}
= − exp

{
−H(P ∗|P )

}
. (4.5)

and the supremum in the left hand side is attained choosing the predictable process θ∗ such that

dP ∗

dP
= c e

−
∫ T

0
θ∗t dSt c ∈ IR+. (4.6)

4.1. A representation for the MEMM in this model

In the sequel the function K1(t, x, y; ζ) is assumed to be bounded. In such a case the price process St is
locally bounded and a localizing sequence is given by its jump times. Then, under (4.4), there exists a
unique MEMM and we are looking for its representation in our frame, preserving the Markov property of
the process (X, Y ). Its density will be characterized as the solution to an exponential equation driven by a
martingale defined as in (3.1) with Γ = 0, that is

M∗
t =

∫ t

0

∫
Z

U∗(s,Xs− , Ys− ; ζ)
(
N (ds, dζ)− ν(dζ) ds

)
(4.7)

with U∗(t, x, y; ζ) real valued measurable function such that∫ T

0

∫
Z

|U∗(s,Xs− , Ys− ; ζ)| ν(dζ) ds < ∞ P − a.s. (4.8)

Then we have to determine the structure of the function U∗. A first result, related to the risk-neutrality
condition (3.9) in Proposition 3.6, is given by the following Lemma.

Lemma 4.3 There exists a unique real valued measurable function β∗(t, x, y) such that∫
Z

(U∗(t, x, y; ζ) + 1
) (

eK1(t,x,y;ζ) − 1
)

ν(dζ) = 0. (4.9)

for any t ∈ [0, T ], x ∈ IR , y ∈ Y, with

U∗(t, x, y; ζ) = exp
{

β∗(t, x, y)
(
eK1(t,x,y;ζ) − 1

)}
− 1. (4.10)

11



Proof.
Let us consider the functions of the real variable β, for any fixed t ∈ [0, T ], x, y ∈ IR.

F (β) =
∫

D1(t,x,y)

exp
{

β
(
eK1(t,x,y;ζ) − 1

)} (
eK1(t,x,y;ζ) − 1

)
ν(dζ),

I(β) =
∫

D1(t,x,y)

exp
{

β
(
eK1(t,x,y;ζ) − 1

)} ∣∣∣eK1(t,x,y;ζ) − 1
∣∣∣ ν(dζ).

The function F (β) is well defined in the set

D(t, x, y) = {β ∈ IR such that I(β) < +∞}.

The set D(t, x, y) is non-empty, since it contains β = 0. Moreover, according with Remark 3.7, the sets
D+

1 (t, x, y) and D−
1 (t, x, y) defined in (2.7) are both non-empty, then setting

I+(β) =
∫

D+
1 (t,x,y)

exp
{

β
(
eK1(t,x,y;ζ) − 1

)} ∣∣∣eK1(t,x,y;ζ) − 1
∣∣∣ ν(dζ)

I−(β) =
∫

D−
1 (t,x,y)

exp
{

β
(
eK1(t,x,y;ζ) − 1

)} ∣∣∣eK1(t,x,y;ζ) − 1
∣∣∣ ν(dζ)

we have that I+(β)
(
I−(β)

)
is a strictly increasing (strictly decreasing) function of β. Thus we can identify

D(t, x, y) with the not necessarily bounded interval (β, β), where

β = sup{β ∈ IR such that I+(β) < +∞} > 0 β = inf{β ∈ IR such that I−(β) < +∞} < 0.

As a consequence, we have that F (β) is a strictly increasing continuous function defined on (β, β) and

lim
β→β

F (β) = −∞ lim
β→β

F (β) = +∞.

Then, choosing U∗ as in (4.10), we get that, by Theorem 3.5, L∗ = E(M∗) can be written as

L∗t = exp
{∫ t

0

1
Sr−

β∗(r, Xr− , Yr−) dSr −
∫ t

0

∫
Z

U∗(r, Xr− , Yr− ; ζ) ν(dζ) dr

}
Next we can claim that

Proposition 4.4 Assuming∫ T

0

∫
Z

(
U∗(r, Xr− , Yr− ; ζ) + 1

)
ν(dζ) dr < +∞ P − a.s., (4.11)

the measure P ∗ defined by
dP ∗

dP
= L∗T with IE[L∗T ] = 1 (4.12)

is a probability measure equivalent to P and P ∗ ∈Me.

Furthermore, setting

Ft =
∫ t

0

1
Sr−

β∗(r, Xr− , Yr−) dSr =
∫ t

0

∫
Z

log
(
1 + U∗(r, Xr− , Yr− ; ζ)

)
N (dr, dζ). (4.13)

if FT ∈ L1(P ∗) and there exists a real valued measurable function b∗(t) integrable on [0, T ] such that ∀t ∈
[0, T ], ∀x ∈ IR , y ∈ Y ∫

Z

U∗(t, x, y; ζ) ν(dζ) = b∗(t), (4.14)

then P ∗ is the MEMM for this model.
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Proof.
First we observe that (4.10), (4.11) and (2.6) imply (4.8). Therefore M∗

t is a local {P,Ft}-martingale. By
Theorem 3.5, the structure of U∗ and (4.11) guarantee that (4.12) defines a probability measure P ∗ equivalent
to P and, by Proposition 3.11 and Lemma 4.3, P ∗ ∈Me.

When (4.14) holds true, we have, by (4.9)

H(P ∗|P ) = IEP∗
[ ∫ T

0

∫
Z

β∗(s,Xs− , Ys−)
(
eK1(s,Xs− ,Ys− ;ζ) − 1

) (
U∗(s,Xs− , Ys− ; ζ) + 1

)
ν(dζ) ds

]
−

− IEP∗
[ ∫ T

0

∫
Z

U∗(s,Xs− , Ys− ; ζ) ν(dζ) ds
]

= −
∫ T

0

b∗(s) ds (4.15)

This means that (4.4) is verified and the MEMM exists.
Moreover we observe that, for any given Q ∈M, Ft is a local {Q,Ft}-martingale and let {τn} be a localizing
sequence. Then, P -a.s., {τn} is a non decreasing sequence converging to T and Fτn∧t is a {Q,Ft}-martingale
null at 0. By the Optional Sampling Theorem ([11])

dP ∗

dP

∣∣∣∣
Fτn

= Lτn
and log

dP ∗

dP

∣∣∣∣
Fτn

= −
∫ τn

0

b∗(t)dt + Fτn

thus log dP∗

dP

∣∣∣
Fτn

is Q-integrable and

IEQ

[
log

dP ∗

dP

∣∣∣∣
Fτn

]
= −IEQ

[∫ τn

0

b∗(t)dt

]
lim

n→∞
IEQ

[
log

dP ∗

dP

∣∣∣∣
Fτn

]
= −

∫ T

0

b∗(t)dt

Finally the thesis is achieved since, as a consequence of Lemma 2.1 in [18], denoting by R
∣∣
B the restriction

of any probability measure R to the sub-σ-field B ⊆ F , we have

H(Q|P ) ≥ H(Q
∣∣
Fτn

|P
∣∣
Fτn

) ≥ IEQ

[
log

dP ∗

dP

∣∣∣∣
Fτn

]
= −

∫ T

0

b∗(t)dt = H(P ∗|P ).

Under the assumptions of Proposition 4.4 we get the following representation of the optimal strategy for the
control problem (4.5)

θ∗t = −β∗(t, Xt− , Yt−)
St−

.

Remark 4.5 Let us observe that, when K1 is only a function of t and ζ, the local characteristics of Yt under
P are deterministic functions of the time. In such a case, (4.14) is trivially true, and it can be seen as a
definition of b∗(t). This last particular situation can be compared with that described in [18].

4.2. The MEMM for marked point processes under full information

In this subsection we study the MEMM for totally observed geometric marked point processes with respect
to their internal filtration. We shall consider these processes as a particular case of the model proposed in
this paper, when the jump size of Y does not depend on the process X, that is K1(t, x, y; ζ) = K1(t, y; ζ).

Let us observe that, in this case, the (P,Ft)-local characteristics (λt,Φt(dz)), given in Proposition 3.11, are
FY

t -adapted hence they provide the minimal local characteristics of Y .

In the sequel, for any probability measures Q defined on FT , we shall denote by Q̂ = Q |FY
T

its restriction
to FY

T = FS
T . Then we give the following natural definition

Definition 4.6 Let Q any probability measure on (Ω,FY
T , P̂ ) . The relative entropy of Q w.r.t. P̂ is defined

as

HS(Q|P̂ ) =

 IEP
[dQ

dP̂
log

(dQ

dP̂

)]
Q � P̂

+∞ otherwise
(4.16)
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Since the price process St is locally bounded, under the condition

inf
Q∈MS

HS(Q | P̂ ) < +∞ (4.17)

there exists the (unique) minimal entropy martingale measure P ∗S on (Ω,FY
T , P̂ ) , that is the probability

measure equivalent to P̂ such that

HS(P ∗S | P̂ ) = min
Q∈MS

HS(Q | P̂ ).

where MS is the set of probability measures Q defined on FY
T , absolutely continuous with respect to P̂ such

that St is a local (Q,FY
t )-martingale.

Remark 4.7 First, let us observe that if Q ∈ M then Q̂ ∈ MS. In fact if Q � P on (Ω,F , P ) , obviously
Q̂ � P̂ on (Ω,FY

T , P̂ ) . Moreover, for u ≤ t

IEQ̂
[
St

∣∣FY
u

]
= IEQ

[
St

∣∣FY
u

]
= IEQ

[
IEQ

[
St

∣∣Fu

]∣∣FY
u

]
= Su.

Of course the converse claim is not true.

Moreover, in the general partially observed model, for Q any probability measure on (Ω,F , P ) such that
Q � P , we have that Q̂ � P̂ and that

dQ̂

dP̂
=

dQ

dP

∣∣∣∣
FY

T

= IE

[
dQ

dP

∣∣∣∣FY
T

]
.

It is easy to see, by the Jensen inequality, that

HS(Q̂|P̂ ) ≤ H(Q|P ).

Besides,
inf

Q∈MS

HS(Q | P̂ ) ≤ inf
Q∈M

HS(Q̂ | P̂ ) ≤ inf
Q∈M

H(Q|P ).

Consequently, condition (4.4) imply (4.17) and under (4.4) both P ∗S on (Ω,FY
T , P̂ ) and P ∗ on (Ω,F , P )

there exist. Moreover the following inequalities hold

HS(P ∗S | P̂ ) ≤ HS(P̂ ∗ | P̂ ) ≤ H(P ∗ | P ). (4.18)

We turn now to the setup stated in this subsection. The discussion performed in Subsection 6.1 leads to the
following

Proposition 4.8 When K1 does not depend on x, under the assumptions (4.11), (4.12) and (4.14), the
probability measure P ∗ defined in (4.12) restricted to FY

T is the MEMM for the totally observed geometric
marked process.

Proof.
Lemma 4.3 and Proposition 4.4 provide a function β∗(t, y) such that, defining U∗(t, y) as in (4.10), the
MEMM P ∗ has a density with respect to P given by

dP ∗

dP
= L∗T = c∗eF∗

where

c∗ = exp{−
∫ T

0

b∗(t) dt} F ∗ =
∫ T

0

β∗(t, Yt−)
St−

dSt

hence it is FY
T -measurable, coincides with dP̂∗

dP̂
and H(P ∗|P ) = HS(P̂ ∗|P̂ ).
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To prove that P̂ ∗ = P ∗S the same argument in the proof of Proposition 4.4 could be used, but we prefer to
provide a different approach.

We shall prove, in the following Lemma, that, for any Q ∈MS , there exists a Q1 ∈M such that

dQ1

dP
=

dQ

dP̂
hence H(Q1|P ) = HS(Q|P̂ ).

Recalling Remark 4.7, this allows us to claim that

HS(P ∗S |P̂ ) = inf
Q∈MS

HS(Q | P̂ ) = inf
Q∈M

H(Q|P ) = H(P ∗|P ) = HS(P̂ ∗|P̂ ).

Uniqueness of the MEMM completes the proof.

Lemma 4.9 For any Q ∈MS, there exists a Q1 ∈M such that

dQ1

dP
=

dQ

dP̂
hence H(Q1|P ) = HS(Q|P̂ ).

Proof.
A suitable version of the Girsanov Theorem ([3]) implies that

dQ

dP̂
= LT = E(M)T

with respect to the {P̂ ,FY
t }-martingale

Mt =
∫ t

0

Vs(z)
(
m(ds, dz)− λ(s, Ys−) Φ(s, Ys− , dz)ds

)
.

Since Q ∈MS and

St = S0 +
∫ t

0

∫
IR

Sr−(ez − 1) m(dr, dz)

as in Proposition 3.6, we get

for a.a. r ∈ [0, T ],
∫

IR

(ez − 1)
(
1 + Vr(z)

)
λ(r, Yr−) Φ(r, Yr− , dz)dr = 0 P̂ − a.s. (4.19)

Setting

Ut(ζ) =
{

Vt(K1(t, Yt− ; ζ)) if K1(t, Yt− ; ζ) 6= 0
0 otherwise

the martingale Mt can be written as

Mt =
∫ t

0

∫
Z

Us(ζ)
(
N (ds, dζ)− ν(dζ)ds

)
,

condition (4.19) implies (3.9), then the measure Q1 required by the thesis is given by

dQ1

dP
= LT = E(M)T .

5. Pricing in a particular model: filtering approach

5.1. Filtering equation for the general model

We recall that the hedger is restricted to observing past asset prices, thus our choice consists in computing
the conditional expectation of B with respect to the observations FY

t = FS
t , under the the minimal entropy
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martingale measure P ∗. Assuming B = B(ST ), by the Markov property, there exists a measurable function
h(t, x, y) such that

IE∗[B(ST )
∣∣Ft

]
= h(t,Xt, Yt).

Since by definition, h(t, Xt, Yt) is a {P ∗,Ft}-martingale, one can easily see, by Itô Formula, that the function
h(t, x, y) has to satisfy the problem

L∗h(t, x, y) = 0 h(T, x, y) = B(S0e
y)

where the operator L∗, recalling (3.17), is

L∗f(s, x, y) =
∂f

∂s
(s, x, y) + b(x)

∂f

∂x
(s, x, y) +

1
2

σ2(x)
∂2f

∂x2
(s, x, y) + (5.1)

+
∫

Z

{
f
(
s, x + K0(s, x; ζ), y + K1(s, x, y; ζ)

)
− f(s, x, y)

} (
1 + U∗(s, x, y; ζ)

)
ν(dζ)

since
ν∗(dζ) =

(
1 + U∗(s,Xs− , Ys− , ζ)

)
ν(dζ)

for U∗ defined in (4.10).

Hence we have that

IE∗[B(ST )
∣∣FY

t

]
= IE∗[IE∗[B(ST )

∣∣Ft

]∣∣FY
t

]
= IE∗[h(t, Xt, Yt)

∣∣FY
t

]
.

Thus it is possible to deal with the problem of pricing by filtering techniques. Since the observations process
Y is a pure-jump process, there exists a probability measure-valued cadlag process π∗ (the filter) such that,
for any bounded measurable real valued function f(t, x)

π∗(f) = IE∗[f(t, Xt)
∣∣FY

t

]
.

Remark 5.1 A different approach could consist in looking for the risk-neutral measures on the space (Ω,FY
T , P ).

On this space, first, the minimal local characteristics of Y have to be computed, again by the filter. Moreover,
in order to preserve the Markovianity of the model, the process (Yt, π

∗
t ) has to be considered, process whose

joint dynamics is not so easy to handle.

We turn then to the problem of computing π∗
(
h(·, Yt)

)
.

It is well known that the filter is a solution of the Kushner-Stratonovich equation (KS-equation) ([4], VIII,
Theorem T9). In Proposition 5.2 this equation will be written down. The procedure used is a slight
modification of that used in [6], thus the proof will be omitted.

First, we introduce the point processes {vh}

vh
t =

∫ t

0

∫
Z

1I{(s,ζ):K1(s,Xs− ,Ys− ;ζ)=h} N (ds, dζ), h ∈ Y, h =/ 0.

The process vh counts the jump times Tn of Y up to time t, when Zn = YTn
− YTn−1 = h and under the

assumption (2.6), its (P,Ft)-predictable intensity is

λh(t) = ν(Dh
1 (t, Xt− , Yt−)) = λh(t, Xt−, Yt−)

(where the set Dh
1 (t, x, y) has been defined in (2.13) as Dh

1 (t, x, y) = {ζ ∈ Z : K1(t, x, y; ζ) = h}), while its
(P ∗,Ft)-predictable intensity is given by

λ∗h(t) = ν∗(Dh
1 (t, Xt− , Yt−)) =

∫
Dh

1 (t,Xt− ,Yt− )

(
1 + U∗(t, Xt− , Yt− ; ζ)

)
ν(dζ) = λ∗h(t, Xt−, Yt−) (5.2)

By noticing that, for any h =/ 0, vh
t is FY

t -adapted and
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Yt =
∑

h=/0, h∈Y

hvh
t

we have
FY

t = Fv
t =

∨
h=/0, h∈Y

Fvh

t =
∨

h=/0, h∈Y

σ{vh
s , s ≤ t}.

and
π∗t (f) = E∗(f(t, Xt) | FY

t ) = E∗(f(t, Xt) | Fv
t ). (5.3)

Finally we write down the Kushner-Stratonovich equation.

Proposition 5.2 Assuming

E∗[
∫ T

0

ν(D0(s,Xs, Ys)) ds] < ∞ E∗[
∫ T

0

ν(D1(s,Xs, Ys)) ds] < ∞ and E∗[ ∫ T

0

σ2(Xs) ds
]

< ∞,

the filter is a solution of the Kushner-Stratonovich equation, (KS− equation), that, for any function f(t, x)
in C1,2

b (IR+ × IR), is given by

π∗t (f) = f(0, x0) +
∫ t

0

π∗s (L∗Xf) ds + (5.4)

+
∑

h=/0, h∈Y

∫ t

0

π∗s−
(
λ∗h(·, Ys−)

)+
{

π∗s−
(
λ∗h(·, Ys−) f

)
− π∗s−

(
λ∗h(·, Ys−)

)
π∗s−(f) + π∗s−

(
R∗hf(·, Ys−)

)}
×

×
(
dvh

s − π∗s−
(
λ∗h(·, Ys−)

)
ds

)
where a+ = 1

a 1Ia>0,

R∗hf(t, x, y) =
∫

Dh
1 (t,x,y)

[
f
(
t, x + K0(t, x; ζ)

)
− f

(
t, x

)] (
1 + U∗(s, x, y; ζ)

)
ν(dζ)

and L∗X , the restriction of the operator L∗ on a function f(t, x) is given by

L∗Xf(t, x, y) =
∂f

∂s
(s, x) + b(x)

∂f

∂x
(s, x) +

1
2

σ2(x)
∂2f

∂x2
(s, x) +

+
∫

Z

{
f
(
s, x + K0(s, x; ζ)

)
− f(s, x, y)

} (
1 + U∗(s, x, y; ζ)

)
ν(dζ). (5.5)

A discussion about uniqueness for the solutions to the Kushner-Stratonovich equation can be performed
following the same lines as in [5] and [6]. In fact, the assertions in Remarks 2.1, 3.8, 3.10, allow us to use
the Filtered Martingale Problem approach ([22]).

A more handle expression for the filter can be obtained, as in [6], by noticing that the KS-equation has
a natural recursive structure, following the jump times {Ti}, and that at any jump time Ti, π∗Ti

(f) is
completely determined by the observed data YTi−1 , Zi = YTi − YTi−1 and by the knowledge of π∗t (f) in the
interval [Ti−1, Ti), while it is easy to see that π∗t (f) has a deterministic behavior between two consecutive
jumps times of Y . In fact, at any jump time Ti we have that

π∗Ti
(f)− π∗

T−
i

(f) = (5.6)

= π∗
T−

i

(
λ∗h(·, YT−

i
)
)+

{
π∗

T−
i

(
λ∗h(·, YT−

i
) f

)
− π∗

T−
i

(
λ∗h(·, YT−

i
)
)

π∗
T−

i

(f) + π∗
T−

i

(
R∗hf(·, YT−

i
)
)}∣∣∣

YTi
−Y

T
−
i

=h.

For t ∈ [Ti, Ti+1)
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π∗t (f) = π∗Ti
(f) +

∫ t

Ti

{
π∗s

(
L̃∗Xf(·, YTi

)
)
− π∗s

(
λ∗(·, YTi

) f
)

+ π∗s
(
λ∗(·, YTi

)
)
π∗s (f)

}
ds (5.7)

where

λ∗(t, x, y) =
∑

h=/0, h∈Y

λ∗h(t, x, y)

L̃∗Xf(t, x) = L∗Xf(t, x)−
∑

h=/0, h∈Y

R∗hf(t, x, y) =

=
∂f

∂t
(t, x) + b(x)

∂f

∂x
(t, x) +

1
2

σ(x)2
∂2f

∂x2
(t, x) +

+
∫

D0(t,x,y)

(
f(t, x + K0(t, x; ζ))− f(t, x)

) (
1 + U∗(t, x, y; ζ)

)
ν(dζ).

Then, as in [5] and [6], the computation of the filter for t ∈ [Ti, Ti+1) can be reduced to the evaluation of
ordinary expectations. To this end we need that the Martingale Problem associated to the operator L̃∗Xf and
with deterministic initial conditions (s, x) is well posed, for any y ∈ IR, and this last result can be obtained
taking into account Proposition 4.2 in [5] with the same argument used in Remark 3.10.

In the next Subsection we shall give more detailed results referring to the particular case introduced in
Proposition 5.4 below.

5.2. The particular model

Over all this Subsection we consider the model defined by (2.8). We shall see that in this particular case,
we can get a more explicit expression for the density of the MEMM under the additional assumption

ν
(
D1(t, x, y)

)
< +∞ ∀t ∈ [0, T ], x ∈ IR, y ∈ Y. (5.8)

First, we shall see, in the next proposition, that in this particular case, the computation of the function
β∗(t, x, y) can be explicitly performed.

Proposition 5.3 Under (5.8)

β∗(t, x, y) =
1

eK+
1 (t,x,y) − e−K−

1 (t,x,y)
log

{
ν
(
D−

1 (t, x, y)
)

ν
(
D+

1 (t, x, y)
) 1− e−K−

1 (t,x,y)

eK+
1 (t,x,y) − 1

}
. (5.9)

Proof.
Condition (4.9) becomes

exp
{

β∗(t, x, y)
(
eK+

1 (t,x,y) − 1
)} (

eK+
1 (t,x,y) − 1

)
ν(D+

1 (t, x, y)) +

+exp
{

β∗(t, x, y)
(
e−K−

1 (t,x,y) − 1
)} (

e−K−
1 (t,x,y) − 1

)
ν(D−

1 (t, x, y)) = 0.

Thus (5.9) can be easily deduced.

Next, we shall consider a more particular model.

Proposition 5.4 Under (5.8), (4.14) is implied by the existence of real valued measurable functions λ+(t),
λ−(t), Γ(t) such that

λ+(t) = ν(D+
1 (t, x, y)), λ−(t) = ν(D−

1 (t, x, y)), Γ(t) =
1− e−K−

1 (t,x,y)

eK+
1 (t,x,y) − 1

.

If in addition ν(Z) < +∞ and there exist positive constants k, K such that

λ+(t), λ−(t) ≥ k, k ≤ K+
1 (t, x, y) ≤ K, k ≤ K−

1 (t, x, y) ≤ K (5.10)

then FT ∈ L1(P ∗), condition (4.11) holds true and IE[L∗T ] = 1.
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Proof.
A direct computation provides

U∗(t, x, y; ζ) =

[(
λ−(t)
λ+(t)

Γ(t)
) 1

1+Γ(t)

− 1

]
1ID+

1 (t,x,y)(ζ) +

(
λ−(t)
λ+(t)

Γ(t)
) −Γ(t)

1+Γ(t)

− 1

 1ID−
1 (t,x,y)(ζ) (5.11)

and

b∗(t) =

[(
λ−(t)
λ+(t)

Γ(t)
) 1

1+Γ(t)

− 1

]
λ+(t) +

(
λ−(t)
λ+(t)

Γ(t)
) −Γ(t)

1+Γ(t)

− 1

 λ−(t).

By ν(Z) < +∞ and (5.10) we get that FT ∈ L1(P ∗) and (4.11) is satisfied. In fact, the quantities∫
Z

|U∗(r, x, y; ζ)| ν(dζ),
∫

Z

log(1 + U∗(r, x, y; ζ))(1 + U∗(r, x, y; ζ))ν(dζ)

are bounded from above by C(k,K) ν(Z), where C(k, K) > 0 is a suitable computable constant.
Thus, recalling that

L∗t = 1 +
∫ t

0

∫
Z

L∗r−U∗(r, Xr− , Yr− ; ζ)(N (dr, dζ)− ν(dζ) dr), IE[L∗t ] ≤ 1

we get

IE

[∫ t

0

∫
Z

L∗r− |U
∗(r, Xr− , Yr− ; ζ)| ν(dζ) dr

]
< +∞

which implies that L∗t is a {P,Ft}- martingale.

Finally we will give a more explicit description of the filter’s behavior under the assumption of Proposition
5.4. Recalling (5.11) and setting

U+(t) =
(

λ−(t)
λ+(t)

Γ(t)
) 1

1+Γ(t)

U−(t) =
(

λ−(t)
λ+(t)

Γ(t)
) −Γ(t)

1+Γ(t)

we can write, successively

U∗(t, x, y; ζ) =
[
U+(t)− 1

]
1ID+

1 (t,x,y)(ζ) +
[
U−(t)− 1

]
1ID−

1 (t,x,y)(ζ)

λ∗h(t, Xt−, Yt−)
)

= λh(t, Xt−, Yt−)
) [

U+(t) 1I{h>0} + U−(t) 1I{h<0}
]

π∗t−
(
λ∗h(·, Yt−)

)
= π∗t−

(
λh(·, Yt−)

) [
U+(t) 1I{h>0} + U−(t) 1I{h<0}

]
and then, at every jump time t of Y , the filter has a jump given by

π∗t (f)−π∗t−(f) = π∗t−
(
λh(·, Yt−)

)+
{

π∗t−
(
λh(·, Yt−) f

)
− π∗t−

(
λh(·, Yt−)

)
π∗t−(f) + π∗t−

(
Rhf(·, Yt−)

)}∣∣∣
Yt−Yt−=h

where
Rhf(t, x, y) =

∫
Dh

1 (t,x,y)

[
f
(
t, x + K0(t, x; ζ)

)
− f

(
t, x

)]
ν(dζ)

For t ∈ [Ti, Ti+1) we get that (5.7) has a very simple form. In fact
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λ∗(t, x, y) = U+(t)
∑

h>0, h∈Y

λ∗h(t, x, y) + U−(t)
∑

h<0, h∈Y

λ∗h(t, x, y) = U+(t) λ+(t) + U−(t) λ−(t),

L̃∗Xf(t, x) =
∂f

∂t
(t, x) + b(x)

∂f

∂x
(t, x) +

1
2

σ(x)2
∂2f

∂x2
(t, x) +

+
∫

D0(t,x,y)

(
f(t, x + K0(t, x; ζ))− f(t, x)

)
ν(dζ) = L̃Xf(t, x),

and, for t ∈ [Ti, Ti+1) we can write

π∗t (f) = π∗Ti
(f) +

∫ t

Ti

π∗s
(
L̃Xf(·, YTi)

)
ds (5.12)

As a consequence of Lemma 3.2 in [6], we can assert that, under suitable assumptions, this generator
determines a unique process on D[0,+∞)(IR), the space of cadlag functions from [0,+∞) into IR, for any
deterministic initial condition.

Proposition 5.5 Denoting by ξt the process determined by the generator L̃X with initial condition (s, x)
and by P y

(s,x) its law on D[0,+∞)(IR), setting for any real-valued bounded measurable f ,

Φt(s, x, y)(f) = IEy
(s,x)

[
f(t, ξt)

]
,

a solution of (5.12) is given by

π∗t (f) =
∫

IR

Φt(Ti, x, YTi
)(f) πTi

(dx). (5.13)

Proof.
First we observe that f ≥ 0 (f > 0) implies Φt(s, x, y)(f) ≥ 0 (Φt(s, x, y)(f) > 0), that Φt(s, x, y)(f), as a
function of t is a cadlag function, and finally that it is jointly measurable w.r.t. (s, x, y) (the last claim is a
consequence of Theorem 4.6, Chap. 4 in [11]). Thus (5.13) makes sense and can be easily obtained by Itô
Formula.

As a conclusion we shall provide a recursive algorithm for the filter. To this end we consider a suitable
family of finite state, discrete time Markov chains {ξn

k }k≥0 with state space {xn
1 , . . . , xn

m(n)} and transitions
probabilities {pn

ij}i,j=1,...,m(n), constructed as in [23] where it is also proven that the processes

ξn
t =

n−1∑
k=0

ξn
k 1I{tn

k
≤t<tn

k+1}

for tnk = s + k(T−s)
n , converges in law to ξt as n →∞.

Proposition 5.6 Let Pn,y
(s,x) be the law of ξn

t on D[0,T ](IR) and set

Φn
t (s, x, y)(f) = IEn,y

(s,x)

[
f(t, ξn

t )
]
,

When f is a bounded function, continuous w.r.t. x, Φn
t (s, x, y)(f) converges to Φt(s, x, y)(f), for a.a. t ∈

[0, T ] and

Φn
t (s, x, y)(f) =

m(n)∑
i=1

f(t, xn
i )

n−1∑
k=0

1I{tn
k
≤t<tn

k+1} P
(
ξn
k = xn

i

)
. (5.14)
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Proof.
For the convergence result, it is sufficient to observe that

f(t, ·) : D[0,T ](IR) −→ IR

is a bounded continuous functional for a.a. t ∈ [0, T ], while (5.14) is obtained by a direct computation. The
recursion is a consequence of the Markov property

P
(
ξn
k+1 = xn

j

)
=

m(n)∑
i=1

pn
ij P

(
ξn
k = xn

i

)
.

Acknowledgment

The authors wish to thank Professor W. Runggaldier for his helpful comments.

References

[1] D. Becherer, Rational hedging and valuation of integrated risks under constant absolute risk aversion,
Insurance Math. Econom. 33 (2003) 1-28.

[2] F. Bellini and M. Frittelli, On the existence of minimax martingale measures, Mathematical Finance 12
(2002) 1-21.

[3] T. Bjork, Y. Kabanov and W. Runggaldier, Bond market structure in presence of marked point processes,
Mathematical Finance 7 (2) (1997) 211-223.
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