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Abstract
First-order logic is a natural way of expressing the properties
of computation, traditionally used in various program logics
for expressing the correctness properties and certificates.
Subsequently, modern methods in the automated inference
of program invariants progress towards the construction
of first-order definable invariants. Although the first-order
representations are very expressive for some theories, they
fail to express many interesting properties of algebraic data
types (ADTs).
Thus we propose to represent program invariants regu-

larly with tree automata. We show how to automatically infer
such regular invariants of ADT-manipulating programs us-
ing finite model finders. We have implemented our approach
and evaluated it against the state-of-art engines for the in-
variant inference in first-order logic for ADT-manipulating
programs. Our evaluation shows that automata-based repre-
sentation of invariants is more practical than the one based
on first-order logic since invariants are capable of express-
ing more complex properties of the computation and their
automatic construction is less expensive.

1 Introduction
Specifying and proving properties of programs is tradition-
ally achieved with the help of first-order logic (FOL). It
is widely used in various techniques for verification, from
Floyd-Hoare logic [20, 24] to constrainedHorn clauses (CHC) [6]
and refinement types [50]. The language of FOL allows to
describe the desired properties precisely and make the ver-
ification technology accessible to the end user. Similarly,
verification proofs, such as inductive invariants, procedure
summaries, or ranking functions are produced and returned
to the user also in FOL, thus facilitating the explainability of
a program and its behaviors.
Algebraic Data Types (ADT) enjoy a variety of decision

procedures [4, 39, 42, 47] andCraig interpolation algorithms [25,
28], but still many practical tasks cannot be solved by state-
of-the-art solvers for Satisfiability Modulo Theory (SMT)
such as Z3, CVC4 [2] and Princess [45].

This presentation-only submission is based on the material concurrently
submitted to another peer-reviewed conference.

With the recent growth of the use of SMT solvers, it is
often tempting to formulate verification conditions using the
combination of different theories. Specifically in the ADT
case, verification conditions could be expressed using the
combination of ADT and the theory of Equality and Un-
interpreted Functions (EUF). Although SMT solvers claim
to support EUF, in reality the proof search process often
hangs back attempting to conduct structural induction and
discovering helper lemmas [51].

In this paper, we introduce a new automata-based class of
representations of inductive invariants. The basic idea is to
find a finite model of the verification condition and convert
this model into a finite automaton. The resulting represen-
tations of invariants are regular in a sense that they can
“scan” the ADT term to the unbounded depth, which cannot
be reached by the representations by first-order formulas
(called elementary throughout the paper).

Our contribution is the demonstration that regular invari-
ants of ADT-manipulating programs could be constructed
from finite models of the verification condition. Intuitively,
the invariant generation problem can be reduced to the
satisfiability problem of a formula constructed from the
FOL-encoding of the program with pre- and post-conditions
where uninterpreted symbols are used instead of ADT con-
structors. Although becoming an over-approximation of the
original verification condition, it can be handled by existing
finite model finders, such as Mace4 [38], Finder [46], Para-
dox [12], or CVC4 [44]. If satisfiable, the detected model is
used to construct regular solutions of the original problem.

We have implemented a tool called RegInv for automated
inference of the regular invariants of ADT-manipulating pro-
grams and evaluated it against state-of-art inductive invari-
ant generators, namely Z3/Spacer [30] and Eldarica [26] —
the only CHC solvers supporting ADT, to the best of our
knowledge. It managed to find non-trivial invariants of vari-
ous problems, including the inhabitance checking for STLC.

2 Motivating Example
In this section we demonstrate one verification problem
which is intractable for state-of-art solvers but is naturally
handled by our approach. Basically, this case study demon-
strates the expressiveness of regular representations in com-
parison to FOL-based ones. We believe that this case may
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∀Γ,Γ′,𝑒,𝑡,𝑣 .
(
Γ = 𝑐𝑜𝑛𝑠 (𝑣, 𝑡, Γ′) ∧ 𝑒 = 𝑣𝑎𝑟 (𝑣) → 𝑡𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘 (Γ, 𝑒, 𝑡)

)
∧

∀Γ,Γ′,𝑒,𝑡,𝑡 ′,𝑣,𝑣 ′.
(
Γ = 𝑐𝑜𝑛𝑠 (𝑣 ′, 𝑡 ′, Γ′) ∧ 𝑒 = 𝑣𝑎𝑟 (𝑣) ∧ (𝑣 ≠ 𝑣 ′ ∨ 𝑡 ≠ 𝑡 ′) ∧ 𝑡𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘 (Γ′, 𝑒, 𝑡) → 𝑡𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘 (Γ, 𝑒, 𝑡)

)
∧

∀Γ,𝑒,𝑒 ′,𝑡,𝑡 ′,𝑢,𝑣 .
(
𝑒 = 𝑎𝑏𝑠 (𝑣, 𝑒 ′) ∧ 𝑡 = 𝑎𝑟𝑟𝑜𝑤 (𝑡 ′, 𝑢) ∧ 𝑡𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘 (𝑐𝑜𝑛𝑠 (𝑣, 𝑡 ′, Γ), 𝑒 ′, 𝑢) → 𝑡𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘 (Γ, 𝑒, 𝑡)

)
∧

∀Γ,𝑒,𝑒1,𝑒2,𝑡,𝑢.
(
𝑒 = 𝑎𝑝𝑝 (𝑒1, 𝑒2) ∧ 𝑡𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘 (Γ, 𝑒2, 𝑢) ∧ 𝑡𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘 (Γ, 𝑒1, 𝑎𝑟𝑟𝑜𝑤 (𝑢, 𝑡)) → 𝑡𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘 (Γ, 𝑒, 𝑡)

)
∧

∀𝑒∃𝑎,𝑏.
(
𝑡𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘 (𝑒𝑚𝑝𝑡𝑦, 𝑒, 𝑎𝑟𝑟𝑜𝑤 (𝑎𝑟𝑟𝑜𝑤 (𝑎, 𝑏), 𝑎)) → ⊥

)
Figure 1. Verification conditions𝑉𝐶 of the 𝑡𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘 program.

be interesting from theoretical point of view for type theory
experts.

Consider the following program sketch:

Var ::= ...
Type ::= arrow(Type, Type)

| ... <primitive types> ...
Expr ::= var(Var) | abs(Var, Expr)

| app(Expr, Expr)
Env ::= empty | cons(Var, Type, Env)

fun typeCheck(Γ: Env, e: Expr, t: Type): bool =
match Γ, e, t with
| cons(v, t, _), var(v), t -> true
| cons(_, _, Γ′), var(_), _ ->

typeCheck(Γ′, e, t)
| _, abs(v, e'), arrow(t, u) ->

typeCheck(cons(v, t, Γ), e', u)
| _, app(e1, e2), _ ->
∃u : Type, typeCheck(Γ, e2, u) ∧

typeCheck(Γ, e1, arrow(u, t))
| _ -> false
end

assert ¬(∃e : Expr, ∀a, b : Type,
typeCheck(empty, e, arrow(arrow(a, b), a)))

This program checks that there is no closed simply typed
lambda calculus (STLC) term inhabiting the type (𝑎 → 𝑏) →
𝑎. It is well-known that this type is uninhabited, so this
program is safe.

Suppose, wewish to infer an inductive invariant of typeCheck
proving the validity of the assertion. Using, for example, the
weakest liberal precondition calculus [16], we may obtain
the verification conditions 𝑉𝐶 of this program, presented in
the Figure 1.
𝑉𝐶 is satisfiable modulo theory of algebraic data types

Var, Type, Expr and Env, if and only if the program is safe.
Moreover, the interpretations of 𝑡𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘 satisfying 𝑉𝐶
are the inductive invariants of the source program.
The strongest inductive invariant of the program is the

least fixed point of a step operator, which is the set of all
tuples (Γ, 𝑒, 𝑡), such that Γ ⊢ 𝑒 : 𝑡 in STLC typing rules.
One needs a very expressive assertion language, supporting
type theory-specific reasoning, to define this invariant. For
example, this way is usually used in interactive theorem

proving, when the STLC typing is defined in a sufficiently
powerful type system of a proof assistant [10].
Instead, our goal is to verify this program automatically,

using the generic-purpose tools. So it is natural to look for
coarser invariants. But does this program have weaker in-
ductive invariants than {⟨Γ, 𝑒, 𝑡⟩ | Γ ⊢ 𝑒 : 𝑡}, still proving the
validity of the assertion1?

It turns out that the answer is yes, but it is not a simple task
to compose this invariant. One surprisingly simple invariant
ℐ (see below) was discovered by our tool RegInv based on
finite model finding engine in CVC4 (see Sec. 4) completely
automatically in less than a second.

Every STLC type can be viewed as propositional formula,
where type variables correspond to atomic variables, and
arrows correspond to implications. Given type 𝑡 , its propo-
sitional interpretation 𝑀 is a map from atomic variables of
𝑡 to {0, 1}. We write𝑀 |= 𝑡 to denote that the propositional
interpretation 𝑀 satisfies the propositional formula corre-
sponding to type 𝑡 . We also say that type 𝑢 is in Γ ∈ 𝐸𝑛𝑣 , if
Γ = 𝑐𝑜𝑛𝑠 (. . . , 𝑐𝑜𝑛𝑠 (·, 𝑢, . . . )) . . . ).
Consider the following relation:
ℐ ≡ {⟨Γ, 𝑒, 𝑡⟩ | for all𝑀 , either𝑀 |= 𝑡 , or

𝑀 ̸ |= 𝑢 for some type 𝑢 in Γ}.
In the following, we explain the idea behind this invariant.
From the Curry-Howard correspondence we know that

the STLC type is inhabited if and only if the propositional
formula defined by the type is a tautology of intuitionistic
logic. But every intuitionistic tautology is the tautology of
classical logic as well. So if the type 𝑡 is inhabited, then
𝑀 |= 𝑡 for all propositional interpretations𝑀 . Thus, clearly,
ℐ over-approximates the strongest inductive invariant of
the program. Also, in our example (𝑎 → 𝑏) → 𝑎 is not
a propositional tautology, and Γ is empty, so interpreting
𝑡𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘 with ℐ satisfies the last clause of 𝑉𝐶 .

One could attempt to interpret 𝑡𝑦𝑝𝑒𝐶ℎ𝑒𝑐𝑘 with relation
𝒥 ≡ {⟨Γ, 𝑒, 𝑡⟩ | 𝑡 corresponds to a classical tautology },

but it fails because 𝒥 is not inductive: for instance, it violates
the first clause. Conversely, ℐ satisfies all clauses. The first
clause is satisfied, which could be checked by case splitting:
if 𝑀 |= 𝑡 , then ⟨Γ, 𝑒, 𝑡⟩ ∈ ℐ , otherwise 𝑀 ̸ |= 𝑡 , but 𝑡 is in Γ

1It should be noted that we did not find an answer to this question in the
existing literature.
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by the premise of the clause, so again ⟨Γ, 𝑒, 𝑡⟩ ∈ ℐ . Using
the similar dichotomy, it is straightforward to check that ℐ
satisfies the rest clauses.

The invariant ℐ could be represented by a tree automaton.
First, there is an automaton, which determines if 𝑡 is satis-
fied by a given interpretation 𝑀 . This automaton has two
states 0 and 1, and after scanning the constructor 𝑎𝑟𝑟𝑜𝑤 (, )
it transitions from a pair of states (1, 0) to state 0, and to
state 1 from the rest of pairs of states, modeling the logical
implication. Starting from states corresponding to the inter-
pretation of the leafs of 𝑡 by𝑀 , the automaton stops in state
1 after scanning 𝑡 iff𝑀 |= 𝑡 .

Similarly, we can build the automaton which tests if there
is a type 𝑢 in Γ, such that𝑀 ̸ |= 𝑢. For this purpose, we need
two states ∈ and ∉. Scanning the empty constructor, the
automaton transits to ∉ state. Scanning the cons constructor,
the automaton transits to ∈ state if it is already in ∈ state, or
it is in ∉ state, and the above automaton stops in 1 for the
second argument of cons.

Formally, we have {⟨Γ, 𝑒, 𝑡⟩ | 𝐴 accepts ⟨Γ, 𝑡⟩} ≡ ℐ for the
tree automaton𝐴 =

(
{0, 1, ∈, ∉, 𝑣, 𝑒}, Σ𝐹 , {⟨∈, 0⟩ , ⟨∉, 1⟩ , ⟨∈, 1⟩},

Δ
)
with the following transition relation Δ:

𝑉𝑎𝑟𝑖 ↦→ 𝑣

𝑃𝑟𝑖𝑚𝑇𝑦𝑝𝑒𝑖 ↦→ 0
𝑣𝑎𝑟 (𝑣) ↦→ 𝑒

𝑎𝑏𝑠 (𝑣, 𝑒) ↦→ 𝑒

𝑎𝑝𝑝 (𝑒, 𝑒) ↦→ 𝑒

𝑎𝑟𝑟𝑜𝑤 (1, 0) ↦→ 0
𝑎𝑟𝑟𝑜𝑤 (∗, ∗) ↦→ 1

𝑒𝑚𝑝𝑡𝑦 ↦→∉

𝑐𝑜𝑛𝑠 (𝑣, 1, ∉) ↦→∉

𝑐𝑜𝑛𝑠 (𝑣, ∗, ∗) ↦→∈ .
In fact, if we replace the type (𝑎 → 𝑏) → 𝑎 in the program

assertion by the arbitrary type 𝑡 , which is not a tautology of
classical logic, ℐ still would prove the safety of an assertion.
We have checked this experimentally. Note that ℐ is simple
enough to completely ignore the type-checked term 𝑒 .
One natural question regarding these invariants is what

if we try an uninhabited type which corresponds to a clas-
sical tautology, but not to an intuitionistic one? One such
example is the Pierce’s law 𝑡 ≡ ((𝑎 → 𝑏) → 𝑎) → 𝑎. In
this case ℐ is too weak to prove that 𝑡 is uninhabited. Our
tool diverged for this input, which might mean that there
is no regular inductive invariant, which over-approximates
the denotational semantics of typeCheck and still proves
the validity of the assertion. Although, that still should be
investigated more thoroughly.
Thus, tree automata seem to be a balanced representa-

tion for ADT program invariants: they can express complex
program properties and their inference can be efficiently
automated. Regular invariants are formally defined in Sec. 3
and their automated inference with finite-model finders is
described in Sec. 4. Our implementation and it’s comparison
against state-of-art on preexisted benchmarks is represented
in Sec. 5.

3 Preliminaries

Many-sorted logic. A many-sorted first-order signature
with equality is a tuple Σ = ⟨Σ𝑆 , Σ𝐹 , Σ𝑃 ⟩, where Σ𝑆 is a set
of sorts, Σ𝐹 is a set of function symbols, Σ𝑃 is a set of predi-
cate symbols, among which there is a distinguished equality
symbol =𝜎 for each sort 𝜎 . Each function symbol 𝑓 ∈ Σ𝐹 has
associated with it an arity of the form 𝜎1 × · · · × 𝜎𝑛 → 𝜎 ,
where 𝜎1, . . . , 𝜎𝑛, 𝜎 ∈ Σ𝑆 , and each predicate symbol 𝑝 ∈ Σ𝑃

has associated with it an arity of the form 𝜎1 × · · · ×𝜎𝑛 . Vari-
ables are associated with a sort as well. We use the usual
definition of first-order terms with sort 𝜎 , ground terms,
formulas, and sentences.

A many-sorted structureℳ for a signature Σ consists of
non-empty domains |ℳ|𝜎 for each sort 𝜎 ∈ Σ𝑆 . For each
function symbol 𝑓 with arity 𝜎1 × · · · ×𝜎𝑛 → 𝜎 , it associates
an interpretation 𝑀 (𝑓 ) : |ℳ|𝜎1 × · · · × |ℳ|𝜎𝑛 → |ℳ|𝜎 ,
and for each predicate symbol 𝑝 with arity 𝜎1 × · · · × 𝜎𝑛 it
associated an interpretation𝑀 (𝑝) ⊆ |ℳ|𝜎1×· · ·×|ℳ|𝜎𝑛 . For
each ground term 𝑡 with sort 𝜎 , we define an interpretation
ℳJ𝑡K ∈ |ℳ|𝜎 in a natural way. We call structure finite if the
domain of every sort is finite; otherwise, we call it infinite.
We assume the usual definition of a satisfaction of a sen-

tence 𝜑 by ℳ, denoted ℳ |= 𝜑 . If 𝜑 is a formula, then we
write 𝜑 (𝑥1, . . . , 𝑥𝑛) to emphasize that all free variables of 𝜑
are among {𝑥1, . . . , 𝑥𝑛}. In this case, we denote the satisfi-
ability ℳ |= 𝜑 (𝑎1, . . . , 𝑎𝑛) by ℳ with free variables evalu-
ated to elements 𝑎1, . . . , 𝑎𝑛 of the appropriate domains. The
universal closure of a formula 𝜑 (𝑥1, . . . , 𝑥𝑛), denoted ∀𝜑 , is
the sentence ∀𝑥1 . . .∀𝑥𝑛 .𝜑 . If 𝜑 has free variables, we define
ℳ |= 𝜑 to meanℳ |= ∀𝜑 .

AHerbrand universe for a sort 𝜎 is a set of ground terms
with sort 𝜎 . If the Herbrand universe for a sort 𝜎 is infinite,
we call 𝜎 an infinite sort. We say that ℋ is the Herbrand
structureℋ for a signature Σ if it associates the Herbrand uni-
verse |ℋ|𝜎 to each sort 𝜎 of Σ as the domain and interprets
every function symbol with itself, i.e., ℋ(𝑓 ) (𝑡1, . . . , 𝑡𝑛) =
𝑓 (𝑡1, . . . , 𝑡𝑛) for all ground terms 𝑡𝑖 with the appropriate sort.
Thus, there is a family of Herbrand structures for one signa-
ture Σwith identical domains and interpretations of function
symbols, but with various interpretations of predicate sym-
bols. Every Herbrand structure ℋ interprets each ground
term 𝑡 with itself, i.e., ℋJ𝑡K = 𝑡 .
Assertion language. An algebraic data type (ADT) is a tu-
ple ⟨𝐶, 𝜎⟩, where 𝜎 is a sort and 𝐶 is a set of uninterpreted
function symbols (called constructors), such that each 𝑓 ∈ 𝐶
has a sort 𝜎1 × · · · × 𝜎𝑛 → 𝜎 for some sorts 𝜎1, . . . , 𝜎𝑛 .

In what follows, we fix a set of ADTs ⟨𝐶1, 𝜎1⟩ , . . . , ⟨𝐶𝑛, 𝜎𝑛⟩
with 𝜎𝑖 ≠ 𝜎 𝑗 and 𝐶𝑖 ∩ 𝐶 𝑗 = ∅ for 𝑖 ≠ 𝑗 . We define the
signature2 Σ = ⟨Σ𝑆 , Σ𝐹 , Σ𝑃 ⟩, where Σ𝑆 = {𝜎1, . . . , 𝜎𝑛}, Σ𝐹 =

𝐶1 ∪ · · · ∪𝐶𝑛 , and Σ𝑃 = {=𝜎1 , . . . ,=𝜎𝑛 }. For brevity, we omit

2For simplicity, we omit the selectors and testers from the signature because
they do not increase the expressiveness of the assertion language.
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the sorts from the equality symbols. We refer to the first-
order language defined by Σ to as an assertion language ℒ.

As Σ has no predicate symbols except the equality symbols
(which have fixed interpretations within every structure),
there is a unique Herbrand structure ℋ for Σ. We say that a
sentence (a formula) 𝜑 in an assertion language is satisfiable
modulo theory of ADTs ⟨𝐶1, 𝜎1⟩ , . . . , ⟨𝐶𝑛, 𝜎𝑛⟩, iffℋ |= 𝜑 .
Constrained Horn Clauses. Let ℛ = {𝑃1, . . . , 𝑃𝑛} be a fi-
nite set of predicate symbols with sorts from Σ, which we
refer to as uninterpreted symbols.

Definition 1. A constrained Horn clause (CHC)𝐶 is a Σ∪ℛ-
formula of the form:

𝜑 ∧ 𝑅1 (𝑡1) ∧ . . . ∧ 𝑅𝑚 (𝑡𝑚) → 𝐻

where 𝜑 is a formula in the assertion language, called a
constraint; 𝑅𝑖 ∈ ℛ; 𝑡𝑖 is a tuple of terms; and𝐻 , called a head,
is either ⊥, or an atomic formula 𝑅(𝑡) for some 𝑅 ∈ ℛ.

If 𝐻 = ⊥, we say that 𝐶 is a query clause, otherwise we
call 𝐶 a definite clause. The premise of the implication 𝜑 ∧
𝑅1 (𝑡1) ∧ . . . ∧ 𝑅𝑚 (𝑡𝑚) is called a body of 𝐶 .

A CHC system 𝒮 is a finite set of CHCs.
Satisfiability of CHCs. Let 𝑋 = ⟨𝑋1, . . . , 𝑋𝑛⟩ be a tuple of
relations, such that if 𝑃𝑖 has sort 𝜎1 × . . . × 𝜎𝑚 , then 𝑋𝑖 ⊆
|ℋ|𝜎1 × . . . × |ℋ|𝜎𝑚 . To simplify the notation, we denote the
expansionℋ{𝑃1 ↦→ 𝑋1, . . . , 𝑃𝑛 ↦→ 𝑋𝑛} by ⟨ℋ, 𝑋1, . . . , 𝑋𝑛⟩, or
simply by ⟨ℋ, 𝑋 ⟩.
Let 𝒮 be a system of CHCs. We say that 𝒮 is satisfiable

modulo theory of ADTs, if there exists a tuple of relations 𝑋
such that ⟨ℋ, 𝑋 ⟩ |= 𝐶 for all 𝐶 ∈ 𝒮 .
For example, the system of CHCs from the Example 1 is

satisfied by interpreting 𝑒𝑣𝑒𝑛 with the relation
𝑋 = {𝑍, 𝑆 (𝑆 (𝑍 )), 𝑆 (𝑆 (𝑆 (𝑆 (𝑍 )))), . . .} = {𝑆2𝑛 (𝑍 ) | 𝑛 ≥ 0}.
It is well known that constrained Horn clauses provide a

first-order match for lots of program logics, including Floyd-
Hoare logic for imperative programs and refinement types
for high-order functional programs. So, we assume that for
every recursive program over ADTs there is a system of
CHCs, such that the program is safe iff the system is satis-
fiable. In the rest of the article, we identify programs with
their verification conditions expressed as systems of CHCs.
Definability. A representation class is a function 𝒞 mapping
every tuple ⟨𝜎1, . . . , 𝜎𝑛⟩ ∈ Σ𝑛𝑆 for every 𝑛 ∈ N to some class
of languages 𝒞 (𝜎1, . . . , 𝜎𝑛) ⊆ 2 |ℳ |𝜎1×···×|ℳ |𝜎𝑛 . We say that a
relation 𝑋 ⊆ |ℳ|𝜎1 × . . . × |ℳ|𝜎𝑛 is definable in a represen-
tation class 𝒞 if 𝑋 ∈ 𝒞 (𝜎1, . . . , 𝜎𝑛). We say that a Herbrand
structureℋ is definable in 𝒞 (or 𝒞-definable) if for every pred-
icate symbol 𝑝 ∈ Σ𝑃 with arity 𝜎1 × · · · × 𝜎𝑛 , interpretation
ℋJ𝑝K belongs to 𝒞 (𝜎1, . . . , 𝜎𝑛).
Finite Tree Automata. In order to define regular repre-
sentations, we introduce deterministic finite tree automata
(DFTA). Let Σ = ⟨·, Σ𝐹 , ·⟩ be fixed many-sorted signature.

Definition 1 (cf. [13]). A deterministic finite tree𝑛-automaton
over Σ𝐹 is a quadruple

(
𝑆, Σ𝐹 , 𝑆𝐹 ,Δ

)
, where 𝑆 is a finite set

of states, 𝑆𝐹 ⊆ 𝑆𝑛 is a set of final states, Δ is a transition
relation with rules of the form:

𝑓 (𝑠1, . . . , 𝑠𝑚) → 𝑠,

where 𝑓 ∈ Σ𝐹 , 𝑎𝑟 (𝑓 ) =𝑚 and 𝑠, 𝑠1, . . . , 𝑠𝑚 ∈ 𝑆 , and there are
no two rules in Δ with the same left-hand side.

Definition 2. A tuple of ground terms ⟨𝑡1, . . . , 𝑡𝑛⟩ is accepted
by𝑛-automaton𝐴 =

(
𝑆, Σ𝐹 , 𝑆𝐹 ,Δ

)
iff ⟨𝐴[𝑡1], . . . , 𝐴[𝑡𝑛]⟩ ∈ 𝑆𝐹 ,

where

𝐴
[
𝑓 (𝑡1, . . . , 𝑡𝑚)

] def
=

{
𝑠, if

(
𝑓 (𝐴[𝑡1], . . . , 𝐴[𝑡𝑚]) → 𝑠

)
∈ Δ,

⊥, otherwise.

Example 1 (𝐸𝑣𝑒𝑛). For example, consider the following
Peano integers datatype: 𝑁𝑎𝑡 := 𝑍 : 𝑁𝑎𝑡 | 𝑆 : 𝑁𝑎𝑡 → 𝑁𝑎𝑡 ,
and a CHC-system:

𝑒𝑣𝑒𝑛(𝑥) ← 𝑥 = 𝑍

𝑒𝑣𝑒𝑛(𝑥) ← 𝑥 = 𝑆 (𝑆 (𝑦)) ∧ 𝑒𝑣𝑒𝑛(𝑦)
⊥ ← 𝑒𝑣𝑒𝑛(𝑥) ∧ 𝑒𝑣𝑒𝑛(𝑆 (𝑥))

The only possible interpretation of 𝑒𝑣𝑒𝑛 satisfying these
CHCs is a relation {𝑆2𝑛 (𝑍 ) | 𝑛 ≥ 0}, which is not expressible
in the first-order language of the Nat datatype.
However, the solution could be represented by the au-

tomaton 𝐴 =
(
{𝑠0, 𝑠1}, Σ𝐹 , {𝑠0},Δ

)
which moves to state 𝑠0

for 𝑍 and flips the state from 𝑠0 to 𝑠1 and vice versa for 𝑆 .
The alphabet is simply Σ𝐹 = {𝑍, 𝑆 ()}. The set of transition
rules Δ can be represented as:

𝑠0𝑍 𝑠1

𝑆

𝑆

Regular Herbrand Models Letℋ be a Herbrand structure
for a signature ⟨·, Σ𝐹 , ·⟩. We say that 𝑛-automaton 𝐴 over Σ𝐹

represents a relation 𝑋 ⊆ |ℋ|𝜎1 × . . . × |ℋ|𝜎𝑛 iff
𝑋 = {⟨𝑎1, . . . , 𝑎𝑛⟩ | ⟨𝑎1, . . . , 𝑎𝑛⟩ is accepted by 𝐴, 𝑎𝑖 ∈ |ℋ|𝜎𝑖 }.
If there is a DFTA representing 𝑋 , we call 𝑋 regular. We
denote the class of regular relations by Reg. A structureℋ
is regular if it is Reg-definable.

4 Automated Inference of Regular
Invariants

In this section, we demonstrate an approach to obtaining
regular models of CHCs over ADTs using a finite model
finder, e.g., [12, 38, 44, 46]. The main outline is shown in
Figure 2.

The algorithm works in four steps. Given a system of con-
strained Horn clauses, we first rewrite it into a formula over
uninterpreted function symbols by eliminating all disequali-
ties from the clause bodies. Then we reduce the satisfiability
modulo theory of ADTs to satisfiability modulo EUF and
apply a finite model finder to construct a finite model of the
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reduced verification conditions. Finally, using the correspon-
dence between finite models and tree automata we get the
automaton representing the safe inductive invariant.

4.1 Translation to EUF
Recall that by definition, we call the system of CHCs over
ADTs satisfiable if every clause is satisfied in some expan-
sion of the Herbrand structure. The main insight is that this
satisfiability problem can be reduced to checking the satisfi-
ability of a formula over uninterpreted symbols in a usual
first-order sense.
Informally, given a system of CHCs, we obtain another

system by the replacement of all ADT constructors in all
CHCs with uninterpreted function symbols. Thus we allow
the interpretations of constructors to violate the ADT ax-
ioms (distinctiveness, injectivity, exhaustiveness, etc.). This
system with uninterpreted symbols is either satisfiable or
unsatisfiable in the usual first-order sense. If it is satisfiable,
then every clause is satisfied by some structureℳ. We could
use this structureℳ to recover the interpretations of unin-
terpreted symbols in the Herbrand structureℋ which satisfy
the original system over ℋ.

For instance, for the system of CHCs in the 𝑒𝑣𝑒𝑛 example,
we check the satisfiability of the following formula:

∀𝑥 .(𝑥 = 𝑍 → 𝑒𝑣𝑒𝑛(𝑥))∧
∀𝑥,𝑦.(𝑥 = 𝑆 (𝑆 (𝑦)) ∧ 𝑒𝑣𝑒𝑛(𝑦) → 𝑒𝑣𝑒𝑛(𝑥))∧
∀𝑥,𝑦.(𝑒𝑣𝑒𝑛(𝑥) ∧ 𝑒𝑣𝑒𝑛(𝑦) ∧ 𝑦 = 𝑆 (𝑥) → ⊥)

The formula is satisfied by the following finite model ℳ:
|ℳ|𝑁𝑎𝑡 = {0, 1}

ℳ(𝑒𝑣𝑒𝑛) = {0}
ℳ(𝑍 ) = 0

ℳ(𝑆) (𝑥) = 1 − 𝑥

4.2 Finite Models To Tree Tuples Automata
A procedure for constructing tree tuples automata (and,
hence, regular models) from finite models follows imme-
diately from the construction of an isomorphism between
finite models and tree automata [35].
Given a finite structure ℳ, we construct an automaton

𝒜𝑃 =
(
|ℳ| , Σ𝐹 ,ℳ(𝑃), 𝜏

)
for every predicate symbol 𝑃 ∈

Σ𝑃 . A shared set of transitions 𝜏 is defined as follows: for
each 𝑓 ∈ Σ𝐹 with arity 𝜎1× . . .×𝜎𝑛 ↦→ 𝜎 , for each 𝑥𝑖 ∈ |ℳ|𝜎𝑖 ,
𝜏
(
𝑓 (𝑥1, . . . , 𝑥𝑛)

)
= 𝑀 (𝑓 ) (𝑥1, . . . , 𝑥𝑛).

Thus, for the 𝑒𝑣𝑒𝑛 example we have 𝒜𝑒𝑣𝑒𝑛 isomorphic to
one introduced in Example 1.

CHCs over EUF
without ≠CHCs over ADTs CHCs over ADTs

without ≠

Finite model Tree tuples automata
(⇒Herbrand model)

Sec. 4.4 Sec. 4.1

Finite-model finde
r

Sec. 4.2

Figure 2. Obtaining regular model of a CHC system over ADTs.

Theorem2. For the constructed automaton𝒜𝑃 =
(
𝑆, Σ𝐹 , 𝑆𝐹 , 𝜏

)
,

𝐿(𝒜𝑃 ) = {⟨𝑡1, . . . , 𝑡𝑛⟩ |
〈
ℳJ𝑡1K, . . . ,ℳJ𝑡𝑛K

〉
∈ℳ(𝑃)}).

Proof. The proof is straightforward from the fact that 𝒜𝑃

reflects checking the satisfiability inℳ. □

In practice, this means that CHCs over ADTs could be au-
tomatically solved by finite model finders, such as Mace4 [38],
Finder [46], Paradox [12] or CVC4 in a special mode [44]:
if a finite model (in the usual first-order sense) is found, then
there exists a regular Herbrand model of the CHC system. In
Sec. 5 we evaluate an implemented tool with the finite model
finding engine in CVC4 as a backend against state-of-art
CHC solvers.

4.3 Herbrand Models Without Equality
With the correspondence between finite models and tree
automata in hand, it remains to show that the Herbrand
model induced by the constructed tree automaton is a model
of the original CHC system. In this subsection we show that
it is straightforward when the system has no disequality
constraints, but otherwise some additional steps should be
done.
First, let us assume that the signature Σ of the assertion

language does not have the equality symbol. Then there are
no predicate symbols at all, and thus we may assume that
every constraint in every CHC is ⊤. For instance, the above
example could be rewritten to:

𝑒𝑣𝑒𝑛(𝑍 ) ← ⊤
𝑒𝑣𝑒𝑛(𝑆 (𝑆 (𝑥))) ← 𝑒𝑣𝑒𝑛(𝑥)

⊥ ← 𝑒𝑣𝑒𝑛(𝑥) ∧ 𝑒𝑣𝑒𝑛(𝑆 (𝑥)).

Lemma 3. Suppose that a CHC system 𝒮 over uninterpreted
symbols ℛ = {𝑃1, . . . , 𝑃𝑘 } with no constraints is satisfied by
some first-order structure ℳ, i.e., ℳ |= 𝐶 for all 𝐶 ∈ 𝒮 . Let

𝑋𝑖
def
= {⟨𝑡1, . . . , 𝑡𝑛⟩ |ℳJ𝑡1K, . . . ,ℳJ𝑡𝑛K ∈ℳ(𝑃𝑖 )}.

Then ⟨ℋ, 𝑋1, . . . , 𝑋𝑘⟩ is the Herbrand model of 𝒮 .

Proof. As clause bodies have no constraints, each CHC is of
the form𝐶 ≡ 𝑅1 (𝑡1) ∧ . . .∧𝑅𝑚 (𝑡𝑚) → 𝐻 . Then by definition

⟨ℋ, 𝑋1, . . . , 𝑋𝑘⟩ |= 𝐶 ⇐⇒ ℳ |= 𝐶,

so every clause in 𝒮 is satisfied by ⟨ℋ, 𝑋1, . . . , 𝑋𝑘⟩. □

For the above example, we put 𝑋 def
= {𝑡 | ℳJ𝑡K = 0} =

{𝑆2𝑛 (𝑍 ) | 𝑛 ≥ 0}, indeed satisfying the system.

4.4 Herbrand Models With Equality
In the presence of the equality symbol, which has the prede-
fined semantics, a finite model finder searches for a model
in a completely free domain, thus, breaking the regular
model.Consider the system consisting of the only CHC

𝑍 ≠ 𝑆 (𝑍 ) → ⊥.
5
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This system is unsatisfiable becauseℋ |= 𝑍 ≠ 𝑆 (𝑍 ). But in
a usual first-order sense, i.e., if we treat 𝑍 and 𝑆 as uninter-
preted functions, this CHC is satisfiable, e.g., as follows:

|ℳ|𝑛𝑎𝑡 = {0}
ℳ(𝑍 ) = ℳ(𝑆) (∗) = 0

In general, every clause with a disequality constraint in
the premise may be satisfied by falsifying its premise. It
suffices to make the disequality false by picking a sort with
the cardinality 1.
We propose the following way of attacking this problem.

For every ADT (𝐶, 𝜎), we introduce a fresh uninterpreted
symbol diseq𝜎 and defineℛ′ def= ℛ ∪ {diseq𝜎 | 𝜎 ∈ Σ𝑆 }.
Below we present the process of constructing another

system of CHCs 𝒮 ′ overℛ′. Without loss of generality, we
may assume that the constraint of each clause𝐶 ∈ 𝒮 is in the
Negation Normal Form (NNF). Let 𝐶 ′ be a clause with every
literal of the form ¬(𝑡 =𝜎 𝑢) in the constraint (which we
refer to as disequality constraints) substituted with the atomic
formula diseq𝜎 (𝑡,𝑢). For every clause 𝐶 ∈ 𝒮 , we add 𝐶 ′ into
𝒮 ′. Finally, for every ADT (𝐶, 𝜎), we add the following rules
for diseq𝜎 to 𝒮 ′:

for all distinct 𝑐, 𝑐 ′ of sort 𝜎 :
⊤ → diseq𝜎 (𝑐 (𝑥), 𝑐 ′(𝑥

′))
for all constructors 𝑐 of sort 𝜎 , all 𝑖 , and 𝑥 and 𝑦 of sort 𝜎 ′:

diseq𝜎′ (𝑥,𝑦) → diseq𝜎 (𝑐 (. . . , 𝑥︸︷︷︸
𝑖-th position

, . . .), 𝑐 (. . . , 𝑦︸︷︷︸
𝑖-th position

, . . .))

Let 𝒟𝜎
def
= {(𝑥,𝑦) ∈ |ℋ|2𝜎 | 𝑥 ≠ 𝑦} for each sort 𝜎 in Σ𝑆 .

It is well-known that the universal CHCs admit the least
model, which is the denotational semantics of the program
modeled by the CHCs, i.e., the least fixed point of the step
operator. Thus, the following fact is trivial.
Lemma 4. The rules of diseq𝜎 have the least model over ℋ,
which interprets diseq𝜎 by the relation 𝒟𝜎 .

As a corollary of this lemma, we state the following fact.
Lemma 5. For a CHC system 𝒮 , let 𝒮 ′ be a system with the
disequality constraints. Then, if ⟨ℋ, 𝑋1, . . . , 𝑋𝑘 , 𝑌1, . . . , 𝑌𝑛⟩ |=
𝒮 ′, then

〈
ℋ, 𝑋1, . . . , 𝑋𝑘 ,𝒟𝜎1 , . . . ,𝒟𝜎𝑛

〉
|= 𝒮 ′ (here 𝑌𝑖 and 𝒟𝜎𝑖

interpret the diseq𝜎𝑖 predicate symbol).

Example 2. For 𝒮 = {𝑍 ≠ 𝑆 (𝑍 ) → ⊥} we get the following
system of CHCs:

⊤ → diseq𝑁𝑎𝑡 (𝑍, 𝑆 (𝑥))
⊤ → diseq𝑁𝑎𝑡 (𝑆 (𝑥), 𝑍 )

diseq𝑁𝑎𝑡 (𝑥,𝑦) → diseq𝑁𝑎𝑡 (𝑆 (𝑥), 𝑆 (𝑦))
diseq𝑁𝑎𝑡 (𝑍, 𝑆 (𝑍 )) → ⊥.

Recall that 𝒮 is satisfiable in a usual first-order sense, but
unsatisfiable in ℋ. But 𝒮 ′ is unsatisfiable in a first-order
sense since the query clause is derivable from the first rule,
which solves our problem. In our workflow, we search for
finite models of 𝒮 ′ instead of 𝒮 , and then act as in the equality-
free case. Finally, we end up with the following theorem:

Theorem 6. Let 𝒮 be CHC system and 𝒮 ′ be CHC system
with the disequality constraints. If there is a finite model of 𝒮 ′
over EUF, then there is a regular Herbrand model of 𝒮 .

Proof. Without loss of generality, we may assume that each
clause 𝐶 ∈ 𝒮 is of the form (otherwise we rewrite the con-
straint into DNF, split it into different clauses and eliminate
all the equality atoms by the unification and substitution):
𝐶 ≡ 𝑦1 ≠ 𝑡1 ∧ . . . ∧ 𝑦𝑘 ≠ 𝑡𝑘 ∧ 𝑅1 (𝑥1) ∧ . . . ∧ 𝑅𝑚 (𝑥𝑚) → 𝐻.

In 𝒮 ′, this clause becomes 𝐶 ′ ≡
diseq(𝑦1, 𝑡1)∧ . . .∧diseq(𝑦𝑘 , 𝑡𝑘 )∧𝑅1 (𝑥1)∧ . . .∧𝑅𝑚 (𝑥𝑚) → 𝐻.

So, each clause in 𝒮 ′ has no constraint (rules of 𝑑𝑖𝑠𝑒𝑞
have no constraints as well), and by Lemma 3 there is a
model ⟨ℋ, 𝑋1, . . . , 𝑋𝑘 , 𝑌1, . . . , 𝑌𝑛⟩ of every 𝐶 ′ ∈ 𝒮 ′. Then, by
Lemma 5 we have

〈
ℋ, 𝑋1, . . . , 𝑋𝑘 ,𝒟𝜎1 , . . . ,𝒟𝜎𝑛

〉
|= 𝐶 ′. But〈

ℋ, 𝑋1, . . . , 𝑋𝑘 ,𝒟𝜎1 , . . . ,𝒟𝜎𝑛

〉
J𝐶 ′K = ⟨ℋ, 𝑋1, . . . , 𝑋𝑘⟩ J𝐶K,

thus giving us ⟨ℋ, 𝑋1, . . . , 𝑋𝑘⟩ |= 𝐶 for every 𝐶 ∈ 𝒮 . □

On finite model existence for CHCs with the disequal-
ity constraints. There is an interesting observation about
finite models and disequality constraints. It can be (straight-
forwardly) shown that if ADT of sort 𝜎 has infinitely many
terms, then the CHC

diseq𝜎 (𝑥, 𝑥) → ⊥
is satisfied only by infinite structure, i.e., if we force the
interpretations of diseq to omit the pairs of equal terms, then
such system has no finite models. For comparison, if we force
diseq being false in just one tuple, the finite model may exist.
For example, the query clause 𝑄 over the 𝑁𝑎𝑡 datatype with

𝑄 ≡ diseq𝜎 (𝑍, 𝑍 ) → ⊥
is satisfiable in a finite model
|ℳ|𝑁𝑎𝑡 = {0, 1},ℳ(𝑍 ) = 0,ℳ(𝑆) (∗) = 1,

ℳ(diseq𝑁𝑎𝑡 ) = {(0, 1), (1, 0), (1, 1)}.
Intuitively, if for proving the satisfiability of CHCswe need to
assume the disequality of a large number of ground terms, the
chance of finite model existence is getting lower. In practice,
this means that tests containing disequalities constraints
have fewer chances to be satisfiable in some finite models.
This is confirmed by our experimental evaluation (see Sec. 5).

5 Implementation and Experiments
Wehave evaluated our tool inferring regular invariants against
state-of-art: Z3 and Eldarica on preexisted benchmarks.
Implementation.Wehave implemented a regular invariant
inference tool called RegInv based on the preprocessing ap-
proach presented in Sec. 4 and an off-the-shelf finite-model
finder [44]. RegInv accepts input clauses in SMTLIB2 [3]
format and TIP extension with define-fun-rec construc-
tion [11]. It takes conditions with a property and checks if
the property holds, returning safe inductive invariant if it
does. Thus RegInv can be run as a backend solver for func-
tional program verifiers, such asMoCHi [29] and RCaml [49].
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RegInv can handle existentially-quantified Horn clauses. We
run CVC43 as a backend multi sort finite-model finder to
find regular models (see Sec.3).
Benchmarks.We empirically evaluate RegInv against state-
of-art CHC solvers on benchmarks taken fromworks of Yang
et al. [51], De Angelis et al. [14] and “Tons of inductive prob-
lems” (TIP) benchmark set by Claessen et al. [11].

We have modified the benchmarks of Yang et al. [51] and
De Angelis et al. [14] by replacing all non-ADT sorts with
ADTs (e.g., the 𝐼𝑛𝑡 sort in LIA with Peano integers using
the 𝑁𝑎𝑡 ADT) and adding CHC-definitions for non-ADT
operations (for example, the addition was replaced by the
addition of Peano numbers expressed as two CHCs). Thus,
the aggregated testset4 consists of 60 CHC systems over
binary trees, queues, lists, and Peano numbers.

The test set was divided into two problem subsets, which
we call PositiveEq and Diseq. PositiveEq is a set of CHC-
systems with equality only occurring positively in clause
bodies. Diseq set includes tests with occurrences of dise-
quality constraints in clause bodies, substituted with diseq
atoms, which is a sound transformation (see Sec. 4.4).
From TIP [11], we filtered out 377 problems with only

ADT sorts (the remaining problems use the combinations
of ADTs with other theories), converted all of them into
CHCs, replaced the disequalities with the diseq atoms as
described in Sec. 4.4 and replaced all free sorts declared
via (declare-sort . . . 0) with the 𝑁𝑎𝑡 datatype. Thus TIP
benchmark consists of 377 inductive ADT problems over lists,
queues, regular expressions, and Peano integers originally
generated from functional programs.
Compared tools. The evaluation was performed against
Z3/Spacer [15] with Spacer engine [31] and Eldarica [26] —
state-of-art Horn-solvers which construct elementary mod-
els and support ADTs. Spacer works with elementary model
representations. It incorporates standard decision, interpo-
lation and quantifier elimination techniques for ADT [5].
Spacer is based on property-directed reachability (PDR) tech-
nique, which alternates counter-example finding and safe
invariant construction subtasks by propagating reachabil-
ity facts and pushing partial safety lemmas in a property-
directed way.

Eldarica buildsmodels with size constraints, which count
the total number of constructor occurrences in them. It relies
on their own Princess SMT solver [45], which offers decision
and interpolation procedures for ADT with size constraints
by reduction to combination of AUF and LIA [25].

Finally, as a baselinewe include the CVC4 induction solver [43]
into the comparison (denoted CVC4-Ind5), which leverages
a number of techniques for inductive reasoning in SMT.

3Using cvc4 --finite-model-find
4The link is omitted for the anonymity.
5Using cvc4 --quant-ind --quant-cf --conjecture-gen
--conjecture-gen-per-round=3 --full-saturate-quant
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Figure 3. Comparison of engines performance. Each point in a plot rep-
resents a pair of the run times (sec × sec) of RegInv for Reg construction
(x-axis) and a competitor for (Size)Elem construction (y-axis). Timeouts are
placed on the inner dashed lines, crashes are on the outer dashed lines.

Problem Set # Answer RegInv Eldarica Spacer CVC4-Ind
PositiveEq 35 SAT 27 1 4 0

Diseq 25 SAT 4 0 2 0
UNSAT 1 1 1 1

TIP 377 SAT 18 24 0 0
UNSAT 36 40 31 22

Total 437 SAT 49 25 6 0
UNSAT 37 41 32 23

Table 1. Results of experiments on three ADT problem sets. Number in
each cell stands for the amount of correct results within 300-seconds time
limit. RegInv was used for regular model construction, Spacer was used
for elementary model construction and Eldarica was used for building
elementary models with size constraints.

Despite the fact that we take first benchmarks from works
of Yang et al. [51] and De Angelis et al. [14], we do not pro-
vide a comparison against tools from these papers. The main
reason is that these tools are built on top of LIA solvers, and
they do not produce invariants over ADTs. In particular, a
tool from [14] handles the verification conditions over LIA
and ADT and eliminates ADTs from the verification condi-
tions completely. An approach of Yang et al. [51] is somewhat
similar to CVC4-Ind and it handles LIA and EUF natively.
So, these tools do not serve our main goal of comparing the
expressivity of different invariant classes for ADT.
Experiments were performed on an Arch Linux machine

Intel(R) Core(TM) i7-4710HQ CPU @ 2.50GHz 2.50GHz pro-
cessor with 16GB RAM and a 300-second timeout.
Results. The results are summarized in Table 1.

On the PositiveEq and Diseq benchmark set, Spacer solved
7 problems and for the rest, it ended with 8 UNKNOWN
results and 45 timeouts. Eldarica solved 2 problems (which
were also solved by Spacer) with 58 timeouts. RegInv found
31 regular solutions, one counterexample and had 28 time-
outs. Most of the solved problems are from PositiveEq test
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Figure 4. Comparison of engine performance with only SAT results shown.
The testcase is included into this plot, if at least one of engines has discovered
an invariant.

set, which does not contain equalities in the negative con-
text. This confirm our hypothesis that such problems more
likely have regular invariants, which is discussed in Sec. 4.4.
Each problem solved by Spacer or Eldarica was solved by
RegInv as well, i.e., if RegInv did not manage to prove the
satisfiability within the time limit, none of the competitors
succeeded as well.
The TIP benchmarks gave more diverse results. Firstly,

all 36 problems claimed to be UNSAT by RegInv were cov-
ered by Eldarica as well, i.e., Eldarica managed to find
counterexamples more efficiently that RegInv. Eldarica
and Spacer witnessed the unsatisfiability of 40 and 31 CHC-
systems respectively. Most of these problems intersect, al-
though some of them are unique for each solver.

Spacer exceeded the memory limit of 16GB 64 times and
the time limit 277 times. It terminated 5 times within time
limit with the UNKNOWN result. RegInv exceeded the time
limit 323 times with no other errors, and Eldarica stopped
after the time limit 299 times with 14 errors6.

Finally, Eldarica proved safety with SAT result in 24 cases
vs 18 cases of RegInv. They share 12 problems; on shared
problems RegInv was two magnitudes faster. RegInv has
then 6 unique solved problems, all of them contain some
variant of evenness predicate on Peano numbers (e.g., “the
length of list concatenation is even iff sum of list lengths is
even”), so this type of regularity is naturally handled by the
finite-model finder. Eldarica has 12 unique (not solved by
RegInv) problems, all of them with orderings (<, ≤, >, ≥) on
Peano numbers, which is unsurprising as they are mapped
to LIA through size constraints.

Timing plots in Figure 3 and Figure 4 show that not only
RegInv inferred more invariants but it also was generally
6All with the same message: "Cannot handle general quantifiers in
predicates at the moment".

faster than other tools. On Figure 3, some unsafe bench-
marks were handled faster by CVC4-Ind and Spacer. This
is possibly due to a more effective procedure of quantifier
instantiation in CVC4-Ind and a more balanced tradeoff be-
tween the invariant inference and the counterexample search
in the PDR core of Spacer.

Other experiments. We have tried 23 hand-written pro-
grams related to the type theory (recall Sec. 2), questioning
the inhabitance of different STLC types, typability of STLC
terms, and programs modeling different term-rewriting sys-
tems. All these benchmarkswere intractable for all the solvers,
except the finite model finder. For that reason, we omit the
detailed statistics. We have also tried to run another finite
model finders (for example, Mace4) as a backend, but they
have shown worse results than CVC4.

Discussion. Clearly, finite model finding did much better
on benchmarks from Yang et al. [51], De Angelis et al. [14]
and our own experiments. This is due to two reasons: the
expressiveness of tree automata for representing the invari-
ants and the efficiency of RegInv’s backend CVC4-f engine.
More importantly, Spacer and Eldarica divergedmore often
because of inexpressiveness of their FOL-based languages.
Within the limits of their invariant representations, they
perform smoothly.

On TIP benchmarks Eldarica solved more testcases than
RegInv, but the analysis of the testcases solved only by El-
darica has shown, that all such tests define the Peano order-
ing, easily handled by Eldarica by the reduction to LIA. On
testcases solved by both engines RegInv was faster in aver-
age. Still, lots of interesting test cases in the TIP set obtained
from proof assistants are currently beyond the abilities of
state-of-art engines under comparison.
From this evaluation we conclude that tree automata are

very promising for automated verification of ADT-manipulating
programs: they often allow to express complex properties of
the recursive computation, and can be efficiently inferred by
the existing engines.

6 Related Work
Language classes considered in this work have already been
studied in the literature. Although these were separate works
from different subfields of computer science.

Finite models and tree automata. A classic book on au-
tomated model building Caferra et al. [7] gives a generous
overview of finitely representable models and their features,
like decision procedures and closure properties. Also, some
results for tree automata and their extensions are accumu-
lated in Comon et al. [13]. There is also an ongoing research
on extensions of regular tree languages, which still enjoy
nice decidability and closure properties [8, 9, 17, 21, 27, 33].
A number of tools, like Mace4 [38], Finder [46], Para-

dox [12] and CVC4 [44] are used to find finite models of
8
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first-order formulas. Most of them implement a classic DPLL-
like search with propagating assignments. CVC4, in addi-
tion, uses conflict analysis to accelerate the search. They
were applied to various verification tasks [34] and even
infinite models construction [40]. Yet we are unaware of
applying finite model finders to inference of invariants of
ADT-manipulating programs.

Recently, Haudebourg et al. [23] proposed a regular ab-
stract interpretation framework for invariant generation for
high-order functional programs over ADTs. Authors derive
a type system where each type is a regular language and use
CEGAR to infer regular invariants. Their procedure is much
more complex because they support high-order reasoning
which is not the goal of this paper, comparing ADT-invariant
representation. Targeting first-order functions over ADT
only we obtain a more straightforward invariant inference
procedure by using effective finite-model finders. Moreover,
this work makes clear the gap between different invariant
representations and their expressivity and aims not to adver-
tise regular invariants themselves but to overcome mental
inertia towards elementary invariant representations.

Herbrand model representations. There is a line of work
studying different computable representations of Herbrand
models [18, 19, 22, 48], which can be fruitful to study to
find out new ADT invariant representations. Even though
tree automata enjoy lots of effective properties, they are lim-
ited in their expressive power, so a few of their extensions
were widely studied by various researchers in the automated
model building field [7]. A survey on computational rep-
resentations of Herbrand models, their properties, expres-
sive power, correspondences and decision procedures can be
found in [36, 37].

ADT solving. There is a plenty of proposed quantifier elimi-
nation algorithms and decision procedures for the first-order
ADT fragment [4, 39, 41, 42, 47] and for an extension of ADT
with constraints on term sizes [52]. Some works discuss the
Craig interpolation of ADT constraints [25, 28]. Such tech-
niques are being incorporated by various SMT solvers, like
Z3 [15], CVC4 [2] and Princess [45].
Some work on automated induction for ADT was pro-

posed. Support for inductive proofs exists in deductive ver-
ifiers, such as Dafny [32] and SMT solvers [43]. The tech-
nique in CVC4 is deeply integrated in the SMT level — it
implements Skolemization with inductive strengthening and
term enumeration to find adequate subgoal. De Angelis et al.
[14] introduces a technique for eliminating ADTs from the
CHC-system by transforming it to CHC-system over integers
and booleans. Recently, Yang et al. [51] applied a method
based on Syntax-Guided Synthesis [1] to leverage induc-
tion by generating supporting lemmas based on failed proof
subgoals and user-specified templates.

7 Conclusion
We have demonstrated that tree automata are very promising
for representing the invariants of computation over ADTs,
as they allow to express properties of the unbound depth.
On the downside, tree automata cannot express the relations
between different variables.

Using the correspondence between finite models and tree
automata, we were able to use the finite model finders for au-
tomated inference of regular inductive invariants. We have
bypassed the problem of disequality constraints in the verifi-
cation conditions and implemented a tool which automat-
ically infers the regular invariants of ADT-manipulating
programs. This tool is competitive with the state-of-art CHC
solvers Z3/Spacer and Eldarica. Using this tool, we have
managed to detect interesting invariants of various inductive
problems, including the non-trivial invariant of the inhabi-
tance checking for STLC.
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